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Abstract: Aiming at the intersection queuing length control, this paper establishes a model-
free adaptive iterative learning control (MFAILC) scheme based on vehicle-road coordination
systems. The MFAILC method is combined with the idea of vehicle speed guidance for the first
time to deal with the traffic problem. Through the data communication between the vehicle
and the road, a signal light control scheme is obtained, and then the vehicle guidance speed
is given. The control objective is to make the queuing length at each intersection the shortest
or the same. Firstly, the vehicle speed guidance scheme is given and the classical intersection
model is analyzed. Since only controlling a single intersection does not play a great role in the
traffic system, the research object of this paper is multi-intersection. Secondly, considering the
complexity and repeatability of the intersection, its dynamic model is difficult to construct, so
a MFAILC algorithm is presented. Then, the convergence of the proposed MFAILC scheme is
derived. Finally, the feasibility of the MFAILC approach is verified by comparing the numerical
simulation results.

Keywords: Intersection queuing length control, MFAILC, signal light control, vehicle-road
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1. INTRODUCTION

With the development of economy, more and more people
own private cars. Whether it is for environmental protec-
tion or reducing the cost of everyone’s travel, excellent
intersection control plays an important role. Every year, a
large number of urban road intersection control schemes
are proposed. Despite this, intersection control is still one
of the most challenging problems in the transportation
system. The advent of computers is the dawn of solv-
ing traffic problems. In the 1950s, computers were first
used to study traffic problems. Since the introduction of
computers into the transportation system, the control of
urban road intersection has become better. Robertson and
Bretherton expounded the key principles of the real-time
traffic signal optimizers in (Robertson and Bretherton,
1991). The method of controlling the signal sequences can
reduce travel costs. Intelligent transportation system is
one of the hottest research directions right now (Chalaki
and Malikopoulos, 2022; Wang et al., 2022; Chen et al.,
2022; Shu et al., 2022; Hwang and Choi, 2022; Karnati
et al., 2022; Aoki and Rajkumar, 2022). Many valuable
solutions have been proposed, both in road infrastructure
and in control algorithms. The perfect roadside equipment
(RSE) provides the possibility for the vehicle-road coordi-
nation system. In (Zhan et al., 2022), a hybrid allocation
approach was developed for how to better deploy RSE on
a highway. In (Xu et al., 2021), a non-signaled intersec-

tion management architecture that supports vehicle-road
coordination is proposed. You et al. (You et el., 2015)
addressed the tracking control problem for an autonomous
lane change system. In (Lee and Park, 2012), a cooperative
vehicle intersection control method was developed, which
did not require a traffic signal. It can be found from
the above description that the application of computer
in the traffic system makes the intersection control more
intelligent.

There are two types for intersection control: single intersec-
tion control and multi-intersection control. Generally, new
methods are proposed for single intersection, and then ap-
plied to multi-intersection after continuous improvement.
Guler et al. (Guler et el., 2014) discussed a method for
improving the efficiency of intersections that utilized con-
nected vehicle technology and was applicable to a single
intersection. Hadjigeorgiou and Timotheou (Hadjigeorgiou
and Timotheou, 2023) studied the application of connected
and autonomous vehicles to reduce fuel consumption while
driving safely. In (Hosseinzadeh et al., 2023), a multi-
intersection control scheme based on model prediction
was proposed, which was applied to emergency vehicle-
centers. Hussain et al. (Hussain et al., 2022) developed a
dynamic lighting system to help the driver react better
at intersections. In (Wang et al., 2022), a traffic signal
optimization method was developed to achieve uniform
driving of vehicles at signalized intersections. Nevertheless,
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the transportation system is still complex and difficult to
model accurately. Considering the strong nonlinearity and
periodicity of the intersection system, iterative learning
control (ILC) and model-free adaptive control (MFAC)
pop up in our minds.

In recent years, the ILC algorithm and the MFAC algorith-
m have been widely used in practical systems (Cobb et al.,
2022; Yu et al., 2022; Xing et al., 2022; Wang et al., 2022;
Li et al., 2023; Li and Hou, 2021; Lei et al., 2020; Shi et al.,
2020; Liao et al., 2020). For repeatable systems, ILC has a
very powerful control effect. In (Cobb et al., 2022), Cobb
et al. discussed a path optimization algorithm based on
iterative learning. Yu et al. (Yu et al., 2022) investigated
the ILC problem based on neural networks. In (Boudjedir
et al., 2021), Boudjedir et al. suggested a model-free ILC
method applied to non-repetitive trajectories of robot-
ic manipulators. Radac and Precup (Radac and Precup,
2015) proposed a concept of primitive-based ILC. Radac
et al. (Radac et al., 2015) presented a model-free trajectory
tracking of MIMO systems by the combination of ILC and
primitives. MFAC is an excellent algorithm for complex
systems that are difficult to build dynamic models. In
(Li and Hou, 2021), Li and Hou proposed a hierarchical
perimeter control mechanism for urban traffic networks
based on MFAC algorithm. In (Lei et al., 2020), for the
multi-region perimeter control problem, a MFAC method
was proposed. Shi et al. (Shi et al., 2020) proposed a
MFAC method to suppress the oscillation between wind
farm areas. In (Liao et al., 2020), Liao et al. discussed
the heading control problem of unmanned surface vehicles
based on MFAC. Combining the characteristics of ILC and
MFAC, Chi and Hou (Chi and Hou, 2007) proposed model-
free adaptive ILC (MFAILC), which can be applied to the
control problems of a large class of unknown nonlinear
non-affine systems that operate repeatedly. MFAILC is
suitable for many practical systems. In (Ren et al., 2021),
a MFAILC algorithm for achieving precision control of
the batch process was introduced. A distributed MFAILC
method was proposed to deal the tracking problem (Bu
et al., 2019). Ai et al. (Ai et al., 2020) presented a high-
order pseudo partial derivative-based MFAILC approach.
Yu et al. (Yu et al., 2022) discussed the application of
MFAILC in trajectory tracking of wheeled mobile robots.
Although MFAILC has been applied to many practical
systems, there are still some systems suitable for MFAILC
that have not been designed with corresponding control
schemes.

Consequently, in this paper, an intersection control scheme
based on the vehicle-road coordination system by em-
ploying the MFAILC mechanism is designed. The control
scheme is divided into the following steps: firstly, the data
information of vehicles and signal lights is obtained; then,
the data is processed by using the MFAILC algorithm;
finally, the reasonable signal light time and vehicle speed
guidance information are given. Additionally, compared
with the existing intersection control based on the vehicle-
road coordination system, the contributions of this paper
are as follows.

(a) The MFAILC scheme based on the vehicle-road co-
ordination system is proposed for the first time to
balance the queuing length at intersections, and the

control objective is that the queuing length at each
intersection is the shortest or the same.

(b) The control scheme proposed in this paper is a data-
driven approach. The controller design and analysis
use the I/O information of the system and do not
rely on the multi-intersection model information. In
addition, the MFAILC scheme does not need to design
a controller for a certain process, that is, it can realize
parameter adaptive control and structure adaptive
control of nonlinear systems.

(c) In this paper, a reasonable vehicle speed guidance
scheme is proposed, which provides the possibility for
the application of the MFAILC algorithm in vehicle
speed guidance.

The distribution of 2 to 5 sections is as follows. Problem
formulation and algorithm design are given in Section 2.
The convergence conditions of the MFAILC algorithm are
analyzed in Section 3. Section 4 presents a simulation
object, and Section 5 shows some conclusions.

2. PROBLEM FORMULATION AND ALGORITHM
DESIGN

In order to better present the work of this paper, this
section is divided into four subsections: vehicle speed guid-
ance design, multi-intersection model, system descriptions
and MFAILC algorithm design.

2.1 Vehicle speed guidance design

When the classic signal control scheme is adopted at the
intersection, the traffic conditions of vehicles are related
to the time distribution of vehicles arriving at the inter-
section, and also related to the green light phase time of
the intersection. This control is simple but not excellent.
Therefore, this paper considers the vehicle speed guidance
control method. The purpose of the vehicle speed guidance
is to make the vehicle stop less or not stop when passing
the intersection. The perfect speed guidance strategy is
divided into the following types:

(1) When the driver drives to the intersection at a normal
rate, if the current phase is passable and there are
no queued vehicles ahead, he can pass immediately.
In this case, increasing the speed of the vehicle can
improve the efficiency of green light time utilization
and reduce vehicle delays.

(2) When the driver drives to the intersection at a normal
rate, if the current phase is passable and there are
queued vehicles ahead, the vehicle should be induced
according to the actual situation. (a) When there are
fewer vehicles in the queue and the green light time is
sufficient, the vehicle should be guided to slow down
and follow the vehicle in front to pass the intersection
quickly; (b) When there are many vehicles in the
queue and the green light time is sufficient, the vehicle
should be guided to drive at a lower speed and arrive
at the intersection without stopping; (c) When there
are many vehicles in the queue and the green light
time is insufficient, the vehicle should be guided to
travel at the lowest speed without stopping and to
pass the intersection when the next green light comes
on.
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Fig. 1. Vehicle traffic status.

(3) When the driver drives to the intersection at a normal
speed, if the current phase is the red light phase,
the vehicle should be guide to slow down so that the
vehicle can pass the intersection without stopping.

To apply the vehicle-road coordination system to the inter-
section control, the following conditions must be satisfied:
Within the traffic area that needs to be processed, each
intersection has a well-established infrastructure for data
interaction with vehicles; all vehicles entering the road
network have installed communication equipment and are
networked; the communication performance between vehi-
cles and road facilities is perfect without any packet loss
and data transmission delay; the driver can adjust the
vehicle speed in time according to the vehicle guidance
speed. In addition, non-motorized vehicles and pedestrians
are not considered, and traffic accidents are ignored.

This paper combines MFAILC with vehicle-road coordi-
nation for the first time to deal with the queuing length
problem at intersections. A simpler guidance scheme is
designed to verify the feasibility of the MFAILC method.
The simpler guidance scheme is shown in Figure 1. As
shown in Figure 1(a), when the driver drives to the in-
tersection at a normal rate vfree, if the current phase is
passable, there is no need to change the driving speed at
this time.As shown in Figure 1(b), the current phase is
impassable when the driver drives to the intersection at a
normal rate, if the vehicle can accelerate to the intersection
before the end of the last green light phase, the vehicle
should drive at a higher speed vmax. Figure 1(c) shows that
the current phase is impassable when the driver drives to
the intersection at a normal speed, if the vehicle cannot
accelerate to the intersection before the end of the last
green light phase, the vehicle should drive at a very low
speed vmin. The vehicle drives at the speed vmin, which not
only keeps the vehicle from stopping, but also enables the
vehicle to pass at the next green light phase.

2.2 Multi-intersection model

Single intersection control has limited ability to relieve
traffic pressure in global road network control, while
multi-intersection control can handle traffic problems well.
Consequently, the research object of this paper is multi-
intersection.

Because each intersection in the multi-intersection is a
typical four-phase intersection, in order to better analyze
the multi-intersection model, first a typical four-phase
single intersection A is build as shown in Figure 2. The
intersection is divided into four directions: east, west,
north and south. In each direction, only the straight signal
and the left turn signal are considered, and the right turn
signal is always green. The intersection is divided into four
phases: phase 1 is east-west straight, phase 2 is east-west
turn left, phase 3 is north-south straight, and phase 4 is
north-south left turn. For the convenience of calculation, in
the same phase at the same intersection, the larger queuing
length is taken as the queuing length of the phase.

Fig. 2. Schematic diagram of a four-phase single intersec-
tion.

The queuing length of each phase at intersection A is
defined as

yAl(k + 1) = yAl(k) + qinAl(k)− qoutAl (k), (1)

where qinAl(k) and qoutAl (k) denote the inflow and outflow
vehicle lengths of each phase at time instant k, and l =
{1, 2, 3, 4} is the phase. qinAl(k) and qoutAl (k) are represented
as
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{
qinAl(k) = TdA(k)

qoutAl (k) = TvAl(k),
(2)

where T represents the cycle duration, dA(k) represents
the vehicle arrival rate at intersection A, and vAl(k) is the
vehicle dissipation rate of phase l at intersection A.

The value formula of vAl(k) is expressed as follows

vAl(k) = sAuAl(k)/T, (3)

where sA is the saturated flow rate at intersection A and
uAl(k) is the green light duration of phase l at intersection
A. Substituting (2) and (3) into (1), the queuing length
can be rewritten as

yAl(k + 1) = yAl(k) + TdA(k)− sAuAl(k). (4)

In order to meet the actual road control requirements, the
following constraints are given

4∑
l=1

uAl(k) = T − t

umin ≤ uAl(k) ≤ umax,

(5)

where umin and umax indicate the minimum and maximum
green light duration, and t is the lost time. So far, the
single intersection model analysis is completed. The next
step is to build a multi-intersection model on the basis of
intersection A.

As shown in Figure 3, the multi-intersection system has
eight queuing lengths, which are respectively expressed
as y1,1, y1,2, y1,3, y1,4, y2,1, y2,2, y2,3, and y2,4. Lz is the
length of the road segment z between intersection I1 and
intersection I2. Both intersection I1 and intersection I2 are
typical four-phase intersections. Furthermore, the sum of
all vehicle lengths in any direction on road segment z is
denoted as

Xz(k + 1) = Xz(k) + qinz (k)− qoutz (k) +Dz(k), (6)

where qinz (k) and qoutz (k) are the number of vehicles flowing
into and leaving road segment z at time instant k. Dz(k)
stands for interference error. qinz (k) and qoutz (k) are denoted
as 

qinz (k) =
∑

αm∈U

rαmsαmuαm(k)

qoutz (k) =
∑

βm∈V

rβmsβuβm(k),
(7)

where U = {α1, α2, α3} represents the set of three direc-
tions that enter the road segment z, V = {β1, β2, β3} is
the set of three directions outgoing the road segment z,
rαm and rβm are the inflow steering ratio and the outflow
steering ratio. In addition, sαm and sβ are defined as
saturated flow rates into and out of the road segment,
uαm(k) and uβm(k) are the green light times upstream
and downstream of the road segment. The constraint con-
ditions satisfied by the green light are the same as formula
(5). Substituting (7) into (6), the following equation can
be obtained

Xz(k + 1) = Xz(k) +
∑

αm∈U

rαmsαmuαm(k)

−
∑

βm∈V

rβmsβuβm(k) +Dz(k). (8)

Make r = [ rα1sα1, rα2sα2, rα3sα3, −rβ1sβ , −rβ2sβ ,
− rβ3sβ ] and u(k) = [ uα1(k), uα2(k), uα3(k), uβ1(k),

uβ2(k), uβ3(k)]
T, where T is a transposition symbol. Then,

it can be obtained

Xz(k + 1) = Xz(k) + ru(k) +Dz(k). (9)

The queuing length function at the end of road segment z
is as follows

yz(k + 1) = yz(k) + q(k)− p(k), (10)

where p(k) = qoutz (k) and q(k) is

q(k) = min{ρz(k)vz(k)nzT,Xz(k)− yz(k)}, (11)

where nz represents the number of lanes in the same
direction of road segment z, ρz(k) and vz(k) are the
vehicle density and speed of road segment z at the kth
cycle. According to Figure 1, the vehicle guidance speed is
designed as

vz(k) =


vfree, if u1 < uz(k) < umax

vmax, if u2 < uz(k) < u1

vmin, if umin < uz(k) < u2,

(12)

where vfree, vmax, vmin, umax, umin, u1, and u2 are con-
stants. ρz(k) in (11) is represented as follows:

ρz(k) =
Xz(k)− yz(k)

nz

(
Lz −

yz(k)

nzρmax

) , (13)

where the constant ρmax is the maximum vehicle density.
Observing (10), (11), (12), and (13), the functional rela-
tionship between yz(k + 1) and Xz(k) can be expressed
as

yz(k + 1) = yz(k) + f(Xz(k), yz(k))− qoutz , (14)

where f(·) is a nonlinear function. Let b = [0, 0, 0,−rβ1sβ ,
− rβ2sβ ,−rβ3sβ ], equation (14) is transformed into

yz(k + 1) = yz(k) + f(Xz(k), yz(k))− bu(k). (15)

Combining (9) and (15), a multi-intersection queuing
length system is obtained{

X(k + 1) = X(k) + ru(k) +D(k)

y(k + 1) = y(k) + f(X(k), y(k))−bu(k).
(16)

Observing (16), it can be known that the queuing length
y(k + 1) of vehicles is adjusted by controlling the green
light duration u(k) in the multi-intersection system. In
addition, it is worth noting that in view of the complexity
of the actual road situation, this paper considersD(k) = 0.

In this paper, the maximum queuing length in all direc-
tions at the intersection is chosen as the queuing length at
this intersection. Then, it can be obtained{

LI1(k) = max yI1,l(k), l = 1, 2, 3, 4

LI2(k) = max yI2,l(k), l = 1, 2, 3, 4,
(17)

where LI1(k) and LI2(k) are the queuing lengths at inter-
section I1 and intersection I2, yI1,l(k) and yI2,l(k) are the
queuing lengths for phase l at time instant k of intersection
I1 and intersection I2. Besides, the queuing length differ-
ence (QLD) is proposed to reflect the effect of the control
scheme. The formula of QLD is as follows

Y (k) = LI1(k)− LI2(k). (18)

In this paper, the green light duration is selected as the
control input and QLD is selected as the control output.

2.3 System descriptions

Due to the nonlinear factors of practical intersections, this
paper considers the following multiple input single output
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Fig. 3. Schematic diagram of four-phase multi-intersection.

discrete-time nonlinear systems to study the intersection
control problem:

Y (k + 1, i) =f(Y (k, i), . . . , Y (k − nY , i),

u(k, i), . . . ,u(k − nu, i)), (19)

where Y (k, i) represents the QLD and is the system out-
put, u(k, i) = [u1(k, i), u2(k, i), . . . , u8(k, i)]

T represents
the green light duration and is the control input, and
f(·) is defined as an unknown nonlinear function. k ∈
{0, 1, . . . , N} and i = 1, 2, . . . are the time interval and
the number of iterations, where N denotes a finite positive
integer. Besides, nY is an unknown positive integer, and
so is nu.

Suppose the system (19) satisfies the following assump-
tions.

Assumption 1. The partial derivative of the function f(·)
with respect to the (nY + 2)th variable is continuous.

Assumption 2. The system (19) satisfies the generalized
Lipschitz condition along the iterative axis, i.e., for all
k ∈ {0, 1, . . . , N} and i = 1, 2, . . ., if △u(k, i) ̸= 0, the
following formula holds

|△Y (k + 1, i)| ≤ b || △u(k, i)| |, (20)

where△Y (k+1, i)=Y (k+1, i)−Y (k+1, i−1), △u(k, i)
= u(k, i)− u(k, i−1), and b is a positive constant.

Remark 1. For many control systems, Assumptions 1 and
2 are reasonable. In the design process of general nonlinear
systems, Assumption 1 is always taken as the constraint
condition. Assumption 2 is a restriction on the upper
bound of the system output change rate. From the energy
conversion point of view, the output energy change caused
by a bounded input energy change should be bounded.

Satisfying the above two assumptions, the following theo-
rem can be obtained.

Theorem 1. (Chi and Hou, 2007) The nonlinear system
(19) satisfies the Assumptions 1 and 2, and when △
uΥ(k, i) ̸= 0, (Υ = 1, 2, . . . , 8), an iteration-related time-

varying parameterΦ(k, i) called the pseudo-partial deriva-
tive (PPD) can definitely be obtained. Meanwhile, Φ(k, i)
enables the system (19) to be transformed into a compact
from dynamic linearization (CFDL) data model on the
iterative axis, which can be represented as

△Y (k + 1, i) = ΦT(k, i) △u(k, i), (21)

where ||Φ(k, i)| | < b for any time k and iteration i, and
Φ(k, i) = [ϕ1(k, i), ϕ2(k, i), . . . , ϕ8(k, i)]

T.

Proof. See the proof of Theorem 1 in the work of (Chi
and Hou, 2007) and (Hou and Jin, 2011).

Remark 2. Φ(k, i) is essentially iteration-related time-
varying parameter, which is related to the system input
and output signals of the current ith iteration and the
i−1th iteration to time k. Φ(k, i) can also be regarded
as a differential signal, and is bounded for any i and k.
When the value of △u(k, i) is not very large, Φ(k, i) can
be regarded as time-varying parameters that iteratively
change slowly. According to this property of Φ(k, i), pa-
rameters estimator along the iterative axis can be designed
to estimate it.

2.4 MFAILC algorithm design

In the road network, some road segments are often crowd-
ed, and some road segments have few vehicles. This phe-
nomenon reduces the utilization rate of the road and
increases the travel cost for everyone. In order to solve
this problem, a MFAILC scheme is developed.

Given the desired output D = 0 and let the tracking error
be e(k + 1, i) = D − Y (k + 1, i). The control goal is to
find the suitable control input u(k, i) so that e(k + 1, i)
converges to 0 when the number of iterations tends to
infinity. The system (21) is rewritten as

Y (k + 1, i) = Y (k + 1, i− 1) +ΦT(k, i) △u(k, i). (22)

Considering the system (16), this article proposes the
following MFAILC algorithm (Bu et al., 2019):
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Φ̂(k, i)=Φ̂(k, i−1)+ η △u(k, i−1)

µ+||△u(k, i−1)||2×
(
△Y (k + 1, i−1)

− Φ̂
T
(k, i− 1) △u(k, i− 1)

)
, (23)

where Φ̂(k, i) = [ϕ̂1(k, i), ϕ̂2(k, i), . . . , ϕ̂8(k, i)]
T is the

estimated value of Φ(k, i), η > 0 is the step factor, and
µ > 0 is a weighting factor.

u(k, i)=u(k, i−1)+
ρΦ̂(k, i)

λ+ ||Φ̂(k, i)||2
e(k+1, i−1), (24)

where ρ ∈ (0, 1] is the step factor and λ > 0 is a weighting
factor.

ϕ̂Υ(k, i) =ϕ̂Υ(k, 1), if
∣∣∣ϕ̂Υ(k, i)

∣∣∣ ≤ ε

or | △uΥ(k, i− 1)| ≤ ε

or sign(ϕ̂Υ(k, i)) ̸= sign(ϕ̂Υ(k, 1)), (25)

where Υ = 1, 2, . . . , 8, ϕ̂Υ(k, 1) represents the initial value

of ϕ̂Υ(k, i) and ε represents a small positive constant.

Remark 3. The parameter iterative update algorithm
(23), the learning control algorithm (24) and the parame-
ter reset algorithm (25) make up the MFAILC algorithm.
There are four adjustable parameters: µ, λ, η and ρ.
The purpose of introducing the constants µ, λ into the
algorithm is to prevent the divisor from being equal to
zero. µ and λ in algorithm (23) and (25) are penalty factors

for the variation of Φ̂ (k, i) and u (k, i). η and ρ are step-
length factors, which are added to improve the generality
of the control scheme (23)-(25). The choice of µ, λ, η and
ρ is that µ, λ satisfy µ, λ > 0, and η, ρ satisfy 0 < η, ρ ≤ 1.
In addition, in the control process, it can be seen that the
MFAILC scheme only uses the I/O data of the controlled
system.

3. MAIN RESULTS

In this section, let the interference amount of the multi-
intersection system be 0 and make the following assump-
tions.

Assumption 3. For all k and i, the sign of ΦΥ(k, i) in the
controlled system does not change, i.e., ΦΥ(k, i) > κ > 0,
where κ is a small positive number and Υ = 1, 2, . . . , 8.

Remark 4. Assumption 3 expresses the meaning that the
control direction is definite and invariable. For example,
in this paper, the longer the green light time, the shorter
the queue length. This is also a reasonable assumption for
many practical systems.

Theorem 2. Consider that the multi-intersection system
(16) satisfies Assumptions 1 to 3. For the MFAILC
algorithm, a small positive number λmin can definite-
ly be found, such that when λ > λmin, the following
conclusions are given: ∀k ∈ {0, 1, · · · , N} and ∀i =

1, 2, · · · , the estimated value Φ̂Υ(k, i) of PPD is bound-
ed; ∀k ∈ {0, 1, · · · , N}, the tracking error monotonically
converges to 0 as the iteration i tends to infinity, i.e.,
lim
i→∞

|e(k + 1, i)| = 0.

Proof. The proof consists of two parts, the first is to prove
the boundedness of Φ̂(k, i), and the second is to prove the
convergence performance of the tracking error.

If
∣∣∣ϕ̂Υ(k, i)

∣∣∣≤ε or |△ uΥ(k, i− 1)|≤ε or sign(ϕ̂Υ(k, i)) ̸=

sign(ϕ̂Υ(k, 1)), then ϕ̂Υ(k, i) is obviously bounded. For the
other cases, the parameter estimation error is defined as

E(k, i) = Φ̂(k, i)−Φ(k, i). (26)

By subtracting Φ(k, i) from both sides of equation (23),
one obtains

E(k, i) = E(k, i− 1)− (Φ(k, i)−Φ(k, i− 1))

+
η △u(k, i−1)

µ+|| △u(k, i−1)| |2×
(
△Y (k + 1, i−1)

− Φ̂
T
(k, i− 1) △u(k, i− 1)

)
. (27)

Let △Φ(k, i)= Φ(k, i)−Φ(k, i− 1), and substituting (21)
into (27), one obtains

E(k, i) = E(k, i− 1)− △Φ(k, i)+
η △u(k, i−1)

µ+|| △u(k, i−1)| |2
×
(
ΦT(k, i− 1) △u(k, i− 1)

− Φ̂
T
(k, i− 1) △u(k, i− 1)

)
= E(k, i− 1)− η || △u(k, i−1)| |2

µ+|| △u(k, i−1)| |2E(k, i− 1)

− △Φ(k, i)

=

(
1− η || △u(k, i−1)| |2

µ+|△u(k, i−1)|2

)
E(k, i− 1)−△Φ(k, i).

(28)

From equation (28), it can be observed when 0 < η ≤ 1

and µ > 0, the function η||△u(k,i−1)||2
µ+||△u(k,i−1)||2 is monotonically

increasing with respect to || △u(k, i− 1)| |2 and has a

minimum value ηε2

µ+ε2 . So there is a positive constant θ

that makes the following inequality true

0<

∣∣∣∣1− η || △ u(k, i− 1)| |2

µ+ || △u(k, i− 1)| |2

∣∣∣∣ ≤ 1− ηε2

µ+ ε2
= θ<1. (29)

From Theorem 1, it can be known that ||Φ(k, i)| | has an
upper bound b. Therefore, ||Φ(k, i)−Φ(k, i− 1)| | ≤ 2b can
be derived. Based on (28) and (29), it can be easily derived

||E(k, i)| |=
∣∣∣∣1− η || △u(k, i−1)| |2

µ+|| △u(k, i−1)| |2

∣∣∣∣ ||E(k, i− 1)| |

+|| △Φ(k, i)| |
≤θ ||E(k, i− 1)| |+ 2b

...

≤θi−1 ||E(k, 1)| |+ 2b

1− θ
, (30)

so E(k, i) is bounded. Furthermore, observing ||Φ(k, i)| | ≤
b and (26), it can be obtained that ∀k∈ {0, 1, · · · , N} and

∀i = 1, 2, · · · , Φ̂(k, i) is also bounded.

According to (21), the tracking error can be rewritten as

e(k + 1, i) =D− Y (k + 1, i)

=D− Y (k + 1, i− 1)−Φ(k, i)T △u(k, i)

=e(k + 1, i− 1)−ΦT(k, i) △u(k, i). (31)

Substituting (24) into (31), it can be derived

e(k+1, i)=

(
1−ΦT(k, i)

ρΦ̂(k, i)

λ+ ||Φ̂(k, i)||2

)
e(k+1, i−1).

(32)
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Fig. 4. Queuing lengths under the fixed allocation time.

Set λmin = b2

4 and λ > λmin. In addition, according to

the inequality A2 +B2 ≥ 2AB, it can be known that there
must be a constant R (0 < R < 1) to make the following
formula true

0 <R ≤ ΦT(k, i)Φ̂(k, i)

λ+ ||Φ̂(k, i)||2
≤ b||Φ̂(k, i)||

λ+ ||Φ̂(k, i)||2

≤ b||Φ̂(k, i)||
2
√
λ||Φ̂(k, i)||

<
b

2
√
λmin

= 1. (33)

Utilizing formula (33), ρ ∈ (0, 1], and λ > λmin, there must
be a positive constant φ (φ < 1) such that the following
formula holds∣∣∣∣∣1− ρΦT(k, i)Φ̂(k, i)

λ+ ||Φ̂(k, i)||2

∣∣∣∣∣ =1− ρΦT(k, i)Φ̂(k, i)

λ+ ||Φ̂(k, i)||2

≤1−ρR=φ<1. (34)

Taking the absolute value of both sides of formula (32)
and using (34), one obtains

|e(k + 1, i)| =

∣∣∣∣∣1− ρΦT(k, i)Φ̂(k, i)

λ+ ||Φ̂(k, i)||2

∣∣∣∣∣ |e(k+ 1, i− 1)|

≤ φ |e(k + 1, i− 1)| ≤ · · ·
≤ φi−1 |e(k + 1, 1)| . (35)

Observing (35) and φ < 1, it is easy to conclude that
e(k + 1, i) monotonically converges to 0 when the number
of iterations i tends to infinity. The proof is completed.

4. SIMULATION EXAMPLE

In order to verify the effectiveness of the proposed scheme,
the simulation results of the system model Figure 3 are
given and analyzed by comparison. This paper runs the
simulation through the MATLAB R2021b software pack-
age. See subsections 2.1 and 2.2 for the realistic scenarios
and control methods corresponding to the simulation. The
simulation result under the fixed allocation time is shown
in Figure 4, and the simulation results under the MFAILC
scheme are shown in Figures 5–13. It is worth noting that
all simulations in this section do not consider interference
factors and are carried out under ideal conditions.
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Fig. 5. Queuing length differences at k = 20.
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The parameters used in this section are as follows. Given
the desired output D = 0. The traffic flow entering the
multi-intersection system is

X1(k) = 10 + 18sin(k × π/n)

X2(k) = 20 + 18sin(k × π/n)

X3(k) = 30 + 18sin(k × π/n)

X4(k) = 20 + 18sin(k × π/n)

X5(k) = 15 + 18sin(k × π/n)

X6(k) = 10 + 18sin(k × π/n), (36)

where X1(k), . . . , X6(k) are the traffic flows entering the
multi-intersection system from six directions, respectively.
Besides, k ∈ {1, 2, . . . , 50} and n = 50. The main pa-
rameters of the proposed MFAILC algorithm are chosen
as η = 1, µ = 1, ρ = 0.2, λ = 0.01, ε = 10−5, and
Φ(1, 1) = [0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1]T. The main pa-
rameters of the system (19) are selected as s1 = 0.55,
s2 = 0.6, Lz = 2000m, r1 = 1

3 , r2 = 2
3 , and u(1, 1) = 30s.

The comparative experiment selected in this paper is the
timing control scheme. Timing control is a more tradi-
tional method, that is, running the traffic signal controller
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Fig. 7. Queuing lengths in all directions at the 5th itera-
tion.
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Fig. 8. Queuing lengths of two intersections at the 10th
iteration.

according to the set timing scheme. The simulation model
is exhibited in Figure 3, and the simulation results are
shown in Figure 4. As shown in Figure 4, it can be clearly
observed that some simulation curves of queuing lengths
are divergent, and the distribution of queuing lengths in
all directions is very uneven. In practice, this scheme can
easily cause road congestion. Therefore, this paper pro-
poses the MFAILC scheme to better deal with the traffic
problem.

Figures. 5–13 are simulation results under the MFAILC
scheme. Figure 5 shows the queuing length differences at
k = 20. Queuing lengths in all directions at k = 20 are
given in Figure 6. Obviously, when the iteration reaches
7, both the actual queuing length difference and the
queuing lengths in all directions achieve very good results.
Figure 7 shows the queuing lengths in all directions at
the 5th iteration. It is observed from Figure 7 that all
queuing lengths reach 0 before k reaches 20. Figure 8 shows
the queuing lengths of the two intersections at the 10th
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Fig. 9. Queuing length differences at the 5th and 10th
iterations.

Fig. 10. The absolute value of the tracking error.

Fig. 11. Queuing length at intersection I1.
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Fig. 12. Queuing length at intersection I2.

Fig. 13. Queuing length difference.

iteration. As shown in Figure 8, the queuing lengths of
intersection I1 and intersection I2 have both converged
to 0 when k = 10. Figure 9 shows the queuing length
differences at the 5th and 10th iterations. It is observed
from Figure 9 that the convergence rate at the 10th
iteration is faster than that at the 5th iteration. Figure 10
presents the absolute value of the tracking error. It is
observed from Figure 10 that the tracking error quickly
converges to 0. Figures 11 and 12 show the queuing lengths
at intersection I1 and intersection I2. The simulation result
of the system output Y (k, i) is shown in Figure 13. From
Figures 11–13, it can be clearly observed that both the
queuing lengths of the two intersections and the system
output Y (k, i) can converge to 0. The simulation results
show that the MFAILC mechanism can not only make the
queuing lengths of the two intersections the same but also
make the queuing length in each direction the shortest.
In conclusion, the effectiveness of the proposed MFAILC
scheme is verified.

5. CONCLUSION

This paper proposes a MFAILC scheme for the multi-
intersection queuing length control problem base on the
vehicle-road coordination environment. Initially, a vehicle
speed guidance scheme is designed, a multi-intersection
model is built and linearized, and then a MFAILC mecha-
nism is proposed. Moreover, the convergence performance
of the MFAILC algorithm is discussed. After that, the
simulation results verify the feasibility of the MFAILC
scheme. The proposed MFAILC scheme helps to deal the
problems of traffic congestion and uneven road utilization.
In future research, we will consider how to make the
proposed scheme feasible and effective in the presence of
robustness issues.
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