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Abstract: The drastic change of coal quality (e.g., net calorific value of coal) is an important
factor that reduces the boiler combustion efficiency and stability of thermal power generating
units, hence, the accurate and rapid measurement of net calorific value of coal is very critical.
Considering the hardware measurement is cumbersome and costly, a soft sensing method based
on improved particle swarm optimization - support vector machine (PSO-SVM) is proposed
in this paper. Firstly, PSO is improved by dynamically adjusting inertial weights and learning
factors, and introducing compression factors, so as to overcome the limitations of traditional
PSO. In addition, the improved PSO algorithm is embedded into the process of optimizing
parameters of SVM to improve model’s accuracy. Secondly, based on the actual production data
collected from a power plant in Yulin, Shaanxi, China; five proximate analysis compositions of
coal are selected as original variables and preprocessed through gross error analysis, random error
analysis. Moreover, combined with mechanism analysis, the invalid data items are eliminated;
and based on the results of correlation analysis by using covariance method, the auxiliary
variables with larger correlation coefficients are selected. Finally, the soft sensing models based
on improved PSO-SVM, SVM, long short term memory (LSTM) and back propagation (BP)
neural network are trained and debugged. Compared with SVM, LSTM and BP neural network,
the soft sensing model based on improved PSO-SVM has obvious improvement in mean square
error and mean square correlation coefficient with higher accuracy.
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1. INTRODUCTION

In the operation of thermal power generating units, the
coal calorific value can be used to quickly eliminate com-
bustion disturbance, reduce units load pressure and adjust
the air-coal ratio and water-coal ratio. Thus, the accurate
measurement of calorific value of coal is very important
to improve the stability and economy of thermal power
generating units Mohanta et al. (2015). At present, the
coal supply is tight and the coal source of power plants is
complex, hence, the coal quality is hard to be guaranteed
and the net calorific value of coal changes greatly, which
have become one of the main factors affecting the stable
and economic operation of units Hasan et al. (2017).

The accurate and rapid measurement for net calorific val-
ue of coal has become an urgent requirement for actual
production. For the measurement of net calorific value of
coal, the conventional method is oxygen bomb calorimetry,
which needs off-line sampling analysis, and has complex
operation, many influencing factors and long analysis peri-
od Eze and Oti (2017), Xiong et al. (2017). Although there
are many other hardware measuring methods in industrial
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application, they generally have some disadvantages, such
as bulky and expensive equipment, high maintenance cost
and so on.

In comparison, the soft sensing method solves the eco-
nomic problems of hardware measurement, and has lots of
advantages, such as simplicity, utility and rapid response
Lauri et al. (2017), Pan et al. (2021). The basic idea of soft
sensor is as follows: 1) obtain data from the more mature
hardware sensors, 2) build model with the related variables
to indirectly measure the dominant variables Pan et al.
(2020a). In addition, the soft sensing model emphasizes
that to obtain the best estimate of the dominant variables
Nawaz et al. (2019). Soft sensing method has a wide range
of applications and remarkable effectiveness, which have
been proved in many literatures Chen et al. (2017), Wang
and Liu (2018). For example, Chen et. al adopted the top
pressure, blast temperature and air volume of blast furnace
in the process of silicon content analysis as input variables,
and realized the measurement of silicon content in indus-
trial molten iron Chen et al. (2017); Wang et. al used the
speed of air preheater rotor, and the temperature, flow,
pressure of the gas at the inlet and outlet of air duct and
flue as the input variables, and achieved the measurement
of the deformation degree of the air preheater rotor in a
thermal power plant Wang and Liu (2018).

There are many modeling methods of soft sensor, which
can be divided into mechanism modeling, regression anal-
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ysis, state estimation, pattern recognition, artificial neural
network (ANN), fuzzy inference, long short term memo-
ry (LSTM) network, support vector machine (SVM) and
method based on kernel function, etc Khoshnevisan et al.
(2015), Pan et al. (2020b). In recent years, there are many
achievements on soft sensor for boiler variables in thermal
power plants. For example, based on the ANN soft sensing
model, Selvi et. al realized the real-time measurement of
boiler drum water level during the operation of thermal
power generating units Selvi et al. (2017); and based on
the LSTM-based soft sensing model, Pan et. al achieved
the measurement of oxygen content of flue gas in coal-fired
power plant Pan et al. (2021).

In the study of boiler variables, because the measurement
of coal calorific value is different from other variables, dif-
ferent research schemes of soft sensor are proposed Lu et al.
(2017), Liu et al. (2013). Lu et. al proposed a soft sensing
method combining laser-induced breakdown spectroscopy
with ANN and genetic algorithm (GA), and realized the
on-line measurement of gross calorific value (GCV) of coal
in industry Lu et al. (2017). The advantage of ANN model-
ing method is that it can accurately deal with the complex
nonlinear problems, but it is susceptible to over-training
and the training speed is slow. Liu et. al proposed a soft
sensing model based on three-layer BP neural network,
analyzed the actual data of a power plant, and predicted
the net calorific value of coal Liu et al. (2013). As a classical
neural network, BP network can realize nonlinear mapping
between input and output, which is widely used in pattern
recognition and adaptive control, but BP network does
not have the memory function of data, which causes it to
preserve long-term series data features unsuccessfully.

When the boiler is running, due to the strict time series
among proximate analysis data and the serious lag in
relationship that between the proximate analysis data and
coal calorific value data, it is necessary to build the soft
sensing model of neural network with memory function
and outstanding performance in the series data. On the
basis of ordinary multi-layer BP network, the horizontal
connection among the units in the hidden layer is added to
recurrent neural network (RNN), which makes it have the
memory function, but it has the gradient disappearance
and explosion problems Czuszynski et al. (2018). LSTM
network is improved based on RNN, which solves the long-
term dependence problem of RNN and has outstanding
performance in time-series data Nugaliyadde et al. (2019).

However, only when the number of samples is sufficiently
large, the model obtained by neural network is stable, and
the number of samples in reality is usually limited. SVM
can solve this defect of neural network well, and does not
depend on the quantity and quality of training samples.
It can also guarantee the generalization of small sample
problem, and has strict mathematical basis and theoret-
ical derivation, strong approximation and generalization
ability. The classical researches based on SVM soft-sensing
model include: based on the soft sensing model of SVM,
Yang et. al realized the measurement of NOx concentra-
tion produced by different kinds of coal combustion Yang
et al. (2017); Chen et. al realized a perfect prediction of
monthly evaporation in the Three Gorges Reservoir Area
by using the measured meteorological variables Chen et al.
(2019).

SVM also has some shortcomings, similar to neural net-
work, there is no unified conclusion on the selection of its
super parameters, which generally relies on the experience
of process adjustment, leading to difficulty in obtaining the
best model effectiveness. Therefore, the SVM-based soft-
sensing model is improved by introducing particle swarm
optimization (PSO). For example, Li et. al used PSO
to optimize the parameters of soft-sensing model based
on the least square SVM, and realized the high-precision
monitoring of oxygen content in the boiler flue gas Li
and Ren (2017). In addition, because traditional PSO is
difficult to maintain the balance between global search
and local search, it cannot adjust dynamically. Therefore,
the traditional PSO in this paper is improved, and the
improved PSO is used to optimize the parameters of SVM,
and then the soft sensing method based on improved PSO-
SVM is used for modeling.

To sum up, a soft sensing method based on improved PSO-
SVM is proposed in this paper, and then trained using the
proximate analysis data of actual production to quickly
and accurately measure the net calorific value of coal. The
main works are as follows. Firstly, PSO is improved by
dynamically adjusting inertia weight, learning factor and
introducing compression factor. Moreover, improved PSO
is embedded into the process of optimizing parameters
of SVM. Secondly, based on the actual production da-
ta, auxiliary variables are initially selected according to
mechanism analysis; and the data is preprocessed with
the 3δ criteria, average filtering and min-max method.
Moreover, the correlation analysis is carried out by using
corrcoef Pearson function, and the selection of auxiliary
variables is completed by sorting and selecting the best.
Finally, the model parameters are initialized according
to the requirements of parameter range, the soft sensing
models based on improved PSO-SVM, SVM, LSTM and
BP neural network are trained and debugged, and the
models are tested and compared though test set.

2. ALGORITHM

Learning network is a statistical learning method based on
mega data information, its purpose is to establish a model
for a specific problem through the statistical learning of a
large number of samples, which is also an effective method
for soft sensor modeling Yan et al. (2017). Therefore, this
section is mainly to introduce the principle of improved
PSO-SVM.

2.1 Basic Principles of SVM

Support vector machine (SVM) is a machine learning
method based on statistical learning theory, and adopts
the principle of structural risk minimization Huang et al.
(2018). As shown in Fig. 1, when dealing with nonlinear
problems, SVM transforms the nonlinear estimation prob-
lem into linear estimation problem of high-dimensional
feature space by nonlinearly mapping sample data to high-
dimensional space Peng and Chen (2018).

The main idea of SVM is as follows: fitting regression with
the function f(x), and achieving the optimal estimation
by minimizing the fitting expected risk function (1) Pan
and Dias (2017),
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Fig. 1. Architecture of support vector machine

R =

∫
L(y, f(x))dF (x, y) (1)

where
∫

is the integral function, F (x, y) is the joint
distribution function, and L(y, f(x)) is the error (loss)
function. Assume the fitting function is:

f = ω · Φ(x) + b (2)

where Φ(x) is the high-dimensional mapping function of
sample data, ω is the weight vector corresponding to Φ(x)
and it is normal to the hyperplane, and b is the bias
factor. Because of the fitting error, the error accuracy ε
and relaxation factor ξi ≥ 0, ξ∗i ≥ 0 and ξiξ

∗
i = 0 are

introduced, then the fitting problem is transformed into:

min
ω,ξ,b

1

2
‖ ω ‖2 + C ·

l∑
i=1

(ξi + ξ∗i ) (3a)

s.t. yi − ω · Φ(xi)− b ≤ ε+ ξi (3b)

ω · Φ(xi) + b− yi ≤ ε+ ξ∗i (3c)

where (3b) and (3c) are the constraints of (3a), and C is
the penalty coefficient, i = 1, 2, · · · , l. By transforming it
into a dual problem, the fitting function can be solved as:

fmin
α,b

(x) =

l∑
i=1

(α∗
i − αi)〈Φ(xi),Φ(xj)〉+ b∗ (4a)

s.t.

l∑
i=1

(αi − α∗
i ) = 0, 0 ≤ αi, α∗

i ≤ C (4b)

where (4b) is the constraint of (4a), and 〈Φ(xi),Φ(xj)〉 is
the inner product operation between Φ(xi) and Φ(xj).

2.2 Improved PSO Algorithm

PSO is a swarm intelligence algorithm that searches for
the optimal solution. The updated speed of the traditional
PSO algorithm is:

v(t+ 1) =$v(t) + c1(qbest(t)− q(t))
+ c2r(pbest(t)− q(t)) (5a)

q(t+ 1) =q(t) + v(t+ 1) (5b)

among them, v(t) is the particle velocity; $ is the inertia
weight; qbest(t) is the optimal solution of particle at time
t; q(t) is the cross-validation accuracy at time t; pbest(t) is
the global optimal solution of all particles at time t; c1, c2
are learning factors; r is a random number of 0− 1.

Due to the parameters of traditional PSO algorithm are
set in advance based on experience, such as the inertia

weight $ and the learning factors c1, c2, which reduces the
algorithm’s optimization ability. By dynamically adjusting
the inertia weight, improved PSO can dynamically adjust
the search range, which adjusts the balance between global
search and local search Tong et al. (2018). The dynamic
weight is calculated as:

$ = $max −
$max −$min

Nmax
×N (6)

where $max and $min are the maximum and minimum
values of inertia weight; Nmax is the maximum number of
iterations; N is the number of current iterations.

In addition, asynchronous learning mode is introduced to
dynamically adjust c1 and c2 Ding et al. (2019), and c1,
c2 can be calculated as follows:

c1 =c1,max −
c1,max − c1,min

Nmax
×N (7a)

c2 =c2,min −
c1,min − c1,max

Nmax
×N (7b)

where c1,max, c1,min are the maximum and minimum of
learning factor c1; c2,max, c2,min are the maximum and
minimum of learning factor c2. In this way, c1 has the
maximum value and c2 has the minimum value at the
beginning of the operation of PSO.

At the same time, the improved PSO introduced a com-
pression factor β to effectively control the particle’s flight
speed, so as to achieve an effective balance between global
detection and local mining Adeli and Broumandnia (2017).
The β is calculated as:

β =
2

| 2− c0 −
√
c20 − 4c0 |

(8)

where c0 = c1 + c2. Therefore, the updated velocity and
position of particle in improved PSO algorithm becomes:

v(t+ 1) =β($v(t) + c1(qbest(t)− q(t)))
+ c2r(pbest(t)− q(t)) (9a)

q(t+ 1) =q(t) + v(t+ 1) (9b)

2.3 Improved PSO-SVM Algorithm

The main idea of PSO is to use the accumulated flight
experience of particles and learn from exchange informa-
tion to change the direction and speed of the flight, so
as to find the optimal solution Ghodousian and Parvari
(2017). Due to the limitation of artificial parameter setting
of traditional PSO algorithm, the ability of optimizing and
following is reduced Wang et al. (2019). For example, if
the inertia weight is too large or too small, the search
range is unreasonable, which makes it unable to achieve
rapid convergence and avoid falling into a local optimum.
Therefore, PSO is improved to dynamically adjust the
search range by dynamically adjusting inertia weight $;
and asynchronous learning is introduced to dynamically
adjust the size of learning factor c1, c2 Pan et al. (2020c),
which makes the information exchanged between particles
more effective, and strengthens the self-learning ability of
algorithm Hannan et al. (2017). Furthermore, the com-
pression factor β is introduced to effectively control the
flying speed of particles, thereby improving the balance
between global mining and local mining.

Because the complexity and stability of the SVM model
are greatly affected by the kernel function and hyperpa-
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rameters, the improved PSO algorithm is embedded into
the process of optimizing parameters of SVM model to
dynamically find the optimal value of hyperparameters, so
as to improve the model optimization speed and accuracy
Liu et al. (2018). The modeling process of improved PSO-
SVM algorithm is as follows:

Algorithm 1 [Improved PSO-SVM algorithm]

Step 1: initialize the parameters of the improved PSO
algorithm: maximum number of iterations Nmax and
population size d;

Step 2: initialize the particle swarm speed v, and the SVM
model is established with the corresponding vector of
each particle and training data;

Step 3: using the minimum mean square error of vali-
dation set as the fitness function, calculate the fitness
value of each particle using (6)(7)(8);

Step 4: update particle swarm speed v with (9);
Step 5: check whether the maximum number of iterations
Nmax is reached, if it is satisfied, output the optimal
value of SVM parameters, and output the improved
PSO-SVM soft-sensing model; if not, turn to Step 2.

The modeling based on improved PSO-SVM is different
from neural network modeling. With the addition of new
training samples, the fitness value corresponding to the
support vector of improved PSO-SVM will dynamically
adjust, and the number of support vectors will change in
real time, which can achieve better modeling effectiveness
and accuracy Ding et al. (2019).

3. SELECTION OF AUXILIARY VARIABLES

Due to various factors, the data collected on site will
inevitably have errors, and the existence of errors will lead
to data failure. Therefore, it is necessary to process the
original data. In addition, the selection of auxiliary vari-
ables is a key step of soft sensor modeling. However, there
are many optional variables and redundant information in
data, so it is necessary to filter auxiliary variables. Here,
we will introduce the data collection, preprocessing and
variables primary, precise selection.

3.1 Data Collection and Variables Primary Selection

The research data is the actual production data of a
power plant in Yulin City, Shaanxi Province, China. The
collection period of the data is from January 1, 2019 to
July 16, 2019, the sampling interval is 1 day, and a total
of 197 groups of data are collected. Although the amount
of data is small, the data sampling time interval is the
same, and the time span is large, and because the daily
coal of power plants changes very slowly, this data set
is not less representative than the large data set. The
collected data is mainly the proximate analysis data of
coal quality, which includes: total moisture (Mt) (as-
received basis moisture), air-dried basis moisture (Mad),
air-dried basis ash (Aad), fixed carbon (Fc,ad), air-dried
basis volatile matter (Vad), bomb calorific value (Qb,ad),
as-received basis net calorific value (MJ/kg) (Qnet,ar),
as-received basis ash (Aar), dry basis sulfur (St,d), dry
and ash-free basis volatile matter (Vdaf ), as-received basis
sulfur (St,ar), air-dried basis sulfur (St,ad) and as-received
basis net calorific value (cal/g) (Qnet,ar). In addition, these

data are necessary for utilizing coal in power plants and
are available in real time.

After obtaining the actual production data, because simi-
lar data items and directly related data items only different
in dimension units or can be calculated from each other,
they are should be eliminated and screened according to
mechanism analysis Hao et al. (2011). Therefore, the one of
two Qnet,ar, Fc,ad and Aar are eliminated. After removal,
the data between Mt, Mad, Aad, Vad, St,ad, St,ar, Sd, Vdaf ,
and Qb,ad are independent, and can be used as the primary
auxiliary variable for model establishment.

3.2 Data Preprocessing

Due to the low quality of data, the data preprocessing must
be carried out. The data preprocessing mainly includes
the processing of gross error, random error, and data
normalization and anti-normalization.

1) The gross error processing adopts the 3δ criterion of
statistical discriminant method. For the sampling data
x1, x2, · · · , xn, the δ can be calculated as Duarte et al.
(2018):

δ = [
vi

2

n− 1
]
1
2 (10)

where n is the number of sampling data, vi represents the
deviation (i = 1, 2, · · · , n) between sampling data value xi
and average value x̄.

2) Using the characteristics of random error Duarte et al.
(2018), the average filtering method is used for processing
random error. Specifically, the sampling data xi is calcu-
lated through:

xi =

i+n∑
t=i−n

xt
2n

(11)

where xt represents the surrounding time data of sampling
time, n is the number of xt.

3) Due to the difference of collecting data objects, the
magnitude of sampling data varies greatly. Therefore, the
min-max method is used to normalize the sampling data.
The specific steps of min-max method are as follows: find
out the maximum value xmax and the minimum value xmin,
and then calculate the normalized sampling data Xi as
follows Oliveira (2016):

Xi =
xi − xmin

xmax − xmin
(12)

In addition, the anti-normalized data [xi] can be calculated
as follows:

[xi] = Xi(xmax − xmin) + xmin (13)

where xmin and xmax are the same as (12).

After data preprocessing, 193 groups of data were left.
Because the soft sensor modeling requires training and
testing model, and the sampling data is limited, it is nec-
essary to maintain an appropriate quantity ratio between
data sets Hao et al. (2011). Therefore, the first 150 groups
of the sampling data are used as the training set, and
the last 43 groups of sampling data as the test set, which
guarantees the randomness between the data sets.
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Table 1. Correlation between Auxiliary and
Dominant Variables

No. Auxiliary variables
Correlation Chosen
coefficient or not

1 air-dried basis ash (Aad) 0.9031 Y
2 bomb calorific value (Qb,ad) 0.8598 Y

3
air-dried basis volatile matter

(Vad)
0.6516 Y

4 air-dried basis moisture (Mad) 0.2412 Y
5 total moisture (Mt) 0.1859 Y
6 air-dried basis sulfur (St,ad) 0.1853 Y

7
dry and ash-free basis volatile

matter (Vdaf )
0.1726 N

8 dry basis sulfur (St,d) 0.1714 N
9 as-received basis sulfur (St,ar) 0.1694 N

3.3 Variables Precise Selection

Based on the data preprocessing, the correlation analysis
is performed using the covariance method. According to
the size of correlation coefficient between auxiliary variable
and target variable, the auxiliary variables with larger
correlation coefficients are selected as precise auxiliary
variables. The correlation coefficient corr can be calculated
as follows:

corr(X,Y ) = cov(X,Y ) =
E(X − µX)E(Y − µY )

δXδY

=

∑n
i=1(Xi − X̄)(Yi − Ȳ )√∑n

i=1(Xi − X̄)2
√∑n

i=1(Yi − Ȳ )2
(14)

the matrix form is as follows:

corrcoef(i, j) =
cov(i, j)√

cov(i, i) · cov(j, j)
(15)

The analysis of calculating results (see Table 1) shows
that: there is a significant linear correlation between Qb,ad,
Aad, Vad and Qnet,ar, a correlation between Mt, Mad, Vdaf
and Qnet,ar, and there is no obvious correlation between
Qnet,ar and St,ar, St,ad, St,d.

After sorting the correlation coefficients of auxiliary vari-
ables, because too many auxiliary variables will affect the
flexibility and timeliness of models, and it is difficult to
fully reflect the characteristic information of parameters
with too few Wang et al. (2015), so the two larger ones of
smaller correlation coefficients are selected. Therefore, the
Mt, Qb,ad, and Mad, Aad, Vad, St,ad are selected as precise
auxiliary variables, the target variable is the Qnet,ad.

4. SOFT SENSOR FOR NET CALORIFIC VALUE OF
COAL

When modeling, the reasonable initialization of parame-
ters can train the model more effectively, the rationality
of parameters directly affects the complexity and accuracy
of models Hu and Ding (2019); and the inputs of the model
are auxiliary variables, and the output is target variable.
Therefore, in this section the initialization of parameters,
simulation and debugging will be carried out, and briefly
introduce the modeling process.

4.1 Model Training

In the regression modeling of improved PSO-SVM, the
choice of kernel function and adjustment of parameter-

s have a great influence on modeling effectiveness. At
present, since there is no unified conclusion on the selection
of kernel function Zhou et al. (2018), the RBF kernel
function is selected through experimental verification and
comparison of experimental results. Therefore, the hyper-
parameters of improved PSO-SVM model are penalty fac-
tor c and parameters of RBF, and they are optimized
by using the improved PSO Hu and Ding (2018). As
mentioned in 2.3, only the parameters of improved PSO
algorithm need to be initialized.

In the process of modeling and simulation, the parameter
settings of LSTM neural network should follow the prin-
ciple that: the number of iterations cannot be too small,
because the number of iterations is related to convergence,
but there is also an upper limit, and the maximum number
of iterations is 5000. The learning rate should range from
0.0001 to 0.001, not be too large, and the number of hidden
layers and visible layers cannot differ too much Ergen and
Kozat (2018).

When setting the parameters of BP neural network, the
parameters that affect the network structure are mainly
considered, including the number of nodes in the hidden
layer, learning rate and training accuracy. The number
of nodes in the hidden layer depends on experience, too
few nodes will affect the effectiveness of network, and too
many nodes will greatly increase the training time. The
learning rate usually set in the range of 0.01− 0.09, which
is related to the training times. Generally speaking, the
lower learning rate, the more training times. However, if
the learning rate is too large, the less training times will
affect the stability of network structure. The setting of
training accuracy needs to be determined by the output
requirements, the lower value of training accuracy, the
higher accuracy of output Hasanjania and Sohrabia (2017).

During the debugging of simulation, the population size d
of improved PSO-SVM is set to 50, the maximum number
of iterations Nmax is 200, the range of the penalty factor
c is [0.1, 100], and the range of kernel parameter g is
[0.01, 1000]. After continuous debugging, the parameters
of LSTM are determined as follows: the hidden layer is 12,
learning rate is 0.0006, the number of iterations is 1600.
The parameters of BP network are as follows: the hidden
layer is 11, learning rate is 0.01, the maximum number of
training is 10000, the training accuracy is 0.00001. The
parameters of SVM are: the best penalty factor bestc is
16, and the best kernel parameter bestg is 0.0110. The
parameters of improved PSO-SVM are: the best penalty
factor bestc is 53.8804, and the best kernel parameter bestg
is 996.1348. Refer to Table 2 for specific parameters.

4.2 Soft Sensor Modeling Algorithm

The soft sensor modeling process based on learning algo-
rithm is as follows:

Algorithm 2 [Soft sensor modeling algorithm]

Step 1: according to the analysis of coal-fired power plant
production process, the net calorific value of coal and
proximate analysis data are collected;

Step 2: preprocess data according to (10) (11), normalize
and anti-normalize data through (12) (13);
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Table 2. Network parameters

Name
Hidden
layers

number

Learning
rate

Input
number

Output
number

Training
group

number

Test
group

number
Iteration

Time
step

Batch
size

Goal
error

Bestc Bestg

LSTM 12 0.0006 6 1 150 43 1600 2 60 – – –
BP 11 0.01 6 1 150 43 10000 – – 0.00001 – –
SVM – – 6 1 150 43 – – – – 16 0.011
Improved
PSO-SVM

– – 6 1 150 43 – – – – 53.8804 996.1348

Step 3: calculate correlation coefficient by (14) (15), select
the best as auxiliary variable, and divide data set into
training set and test set;

Step 4: according to the requirements of model parame-
ters, preliminarily select relevant parameters and build
the model;

Step 5: train the model and optimize the parameters, such
as: iteration, learning rate, hidden layers number, goal
error;

Step 6: verify the model through the test set.

5. ANALYSIS AND COMPARISON OF SIMULATION
RESULTS

The model of this experiment is built in the hardware
environment of Intel (R) Core (TM) i7-9750H CPU, DDR4
8G memory and NVIDIA GeForce GTX 1650 graphics
card. The LSTM network model is built in PyTorch 0.3.1
of Python framework, the editing environment is PyCharm
5.0.3, and the editing environment of SVM, BP network
and improved PSO-SVM model is MATLAB 2019a.

5.1 Evaluation Parameters of Simulation Results

In this experiment, mean square error (MSE) and mean
square correlation coefficient (R2) are used as the evalua-
tion criteria of models. The MSE is calculated as follows:

MSE =
1

n

n∑
i=1

(yi − ŷi)2 (16)

where yi is the real value, and ŷi is the predicted value of
the model.

R2 is the ratio of regression sum of squares (SSR) to total
sum of squares (SST). The value of R2 is within the range
of (0, 1), and the closer it is to 1, the higher regression is
fitting. The R2 can be calculated as follows:

R2 =
SSR

SST
= 1− SSE

SST
(17)

where SSE (error sum of squares) is the sum of residual
squares, which has the relationship of SSE+SSR = SST
with the regression sum of squares and total sum of
squares, the SSR, SSTand SSE are calculated as follows:

SSR =

n∑
i=1

(ŷi − ȳi)2 (18)

SST =

n∑
i=1

(yi − ȳi)2 (19)

SSE =

n∑
i=1

(yi − ŷi)2 (20)

where yi is the sampling data, ȳi is the mean value of
sampling data, and ŷi is the predicted data.

5.2 Simulation and Analysis of Improved PSO-SVM

Fig.2(a) is the prediction result based on SVM. It can be
seen that most of the predicted values basically coincide
with the real values, and there is almost no difference
between them. Fig.2(b) shows the relative error based
on SVM, it can be seen that the overall relative error
is pretty small; and the absolute values of relative errors
are taken in this paper, so they are all positive. However,
the relative error of each point is different, with some
changes. From these two figures, it can be found that the
overall effectiveness of SVM model is pretty good, but the
prediction accuracy of each group of data has deviation.
In addition, during the simulation and debugging, the
simulation results are relatively stable every time.

Fig.3(a) is the prediction results based on improved PSO-
SVM. The predicted values of all points are basically
identical with the real values, almost without errors.
Moreover, the overall effectiveness of prediction is nearly
perfect. Fig.3(b) is the relative error based on improved
PSO-SVM. All points are stable at 0.1%, and the whole
is a parallel straight line, which proves that the model’s
dynamic follow-up ability is strong and stable. From these
two figures, it can be seen that the simulation results of
two figures are better than those based on SVM. Moreover,
the two evaluation parameters of model based on improved
PSO-SVM are improved some extent, and there is basically
no deviation in prediction accuracy.

From Fig.2, 3, it can be seen that the model based on SVM
and improved PSO-SVM can obtain a small prediction
error for the larger orders of magnitude test data, and
the relative error of both is less than 0.3%, which fully
meets the needs of industrial applications; and improved
PSO-SVM improves the adaptability to data, and has a
higher prediction accuracy and stability than the SVM-
based model.

5.3 Model Comparison

Fig.4(a) shows the test results of LSTM network model,
and the predicted value can be followed with the real
value. However, there is a large error between the predicted
value and real value. Fig.4(b) is the relative error of
LSTM network model. The relative error of all points is
bigger, the relative error value of each point is constantly
changing, and the overall effectiveness is not as good as
the improved PSO-SVM model.

Fig.5(a) is the test results of BP network model, the error
between the predicted value and real value of BP network
model is also larger, and the overall effectiveness is not
very ideal. Fig.5(b) shows the relative error of BP network
model, and the whole relative error value is also relatively
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Fig. 2. Prediction results based on SVM: (a) prediction curves; (b) relative error.
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Fig. 3. Prediction results based on improved PSO-SVM: (a) prediction curves; (b) relative error.

large. Moreover, the relative error of each point is also
constantly changing and the whole is a polylines.

The prediction results in Fig.4 and Fig.5 are the best
results of each network in the debugging process of sim-
ulation, and the results are not ideal. In addition, during
the simulation and debugging of BP and LSTM network
models, whether it is training set or test set, the evaluation
parameters MSE and R2 of the two networks both have
relatively large changes.

Table 3. Performance comparisons based on
LSTM, BP network, SVM and improved PSO-

SVM models

Soft sensor
Training Test

MSE(∗10−4) R2 MSE(∗10−4) R2

BP 81.798 0.97557 93.567 0.97377
LSTM 45.163 0.96395 49.010 0.97549
SVM 9.4495 0.98910 1.0492 0.99902

Im PSO-SVM 0.98990 0.99959 1.0050 0.99897

Table 3 shows the performance comparisons of the four
models, in which each parameter value is the correspond-
ing parameter value in Fig.2, Fig.3, Fig.4 and Fig.5; and
the effectiveness is improved from top to bottom. It can
be clearly seen from the table that the parameters of both

LSTM and BP are significantly different from the SVM
and improved PSO-SVM models; overall, the performance
of the improved PSO-SVM model is the best, and on
the basis of SVM, improved PSO-SVM model improves
the adaptability to larger sample data while ensuring the
same accuracy. In addition, except for SVM, the training
parameters of other three models are better than the test
parameters; and the special reason for SVM is that its
structure is more advantageous for small sample data.

6. CONCLUSIONS

In this paper, the actual production data in thermal power
plant are collected and preprocessed, and the auxiliary
variables related to the as-received basis net calorific value
of coal are found out through the correlation analysis.
Without the prior knowledge of the boiler, the soft sensing
model is established by using LSTM, BP network and
SVM, improved PSO-SVM. Moreover, through the com-
parison of model evaluation parameters, we found that the
dynamic following ability and accuracy of improved PSO-
SVM model are better, and determine that the improved
PSO-SVM model can be used as a reference model for
the actual production. Therefore, this study can provide a
theoretical basis for obtaining the reliable reference data
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Fig. 4. Prediction results based on LSTM: (a) prediction curves; (b) relative error.
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Fig. 5. Prediction results based on BP: (a) prediction curves; (b) relative error.

at the lower cost based on the existing equipments, so that
the operation of boiler is more reliable and energy-saving.
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