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Abstract: This paper proposes an original method for recursive on-line plant identification. The 
method identifies directly a linear continuous time state space model of the plant from full state 
measurement through a black box approach. The basic principle consists in using a reference 
model, called clone, which runs in parallel so as to reproduce the behaviour of the plant. To do so, 
the state error between the plant and its clone is minimised by means of an adaptive algorithm that 
tunes the clone’s varying parameters iteratively. These parameters represent the estimators of 
those of the plant. The originality lies in the particular structure of the clone. The latter is in fact a 
Piecewise Continuous System (PCS) characterised by exogenous switchings of its state. The 
method is appropriate for real time applications, where real plants are controlled by digital calcu-
lators. Results from a computer simulation and a real time application are given. 

Keywords: recursive parameter estimation, on-line identification, adaptive systems, state-space 
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1. INTRODUCTION 

 
The problem of system identification has been 
given much attention for its necessity in plant 
control [17-19]. Literature shows that the identi-
fication problem is often brought to a model’s 
parameter estimation, using a transfer function 
approach [14-16]. Classically, methods such as 
least squares parameter estimation [10, 13] have 
conducted to well known recursive identifiers 

which allow on-line identification of a model, 
useful in adaptive control [5]. 
 
However, state-space representation of systems 
being widely used in process control, it is inter-
esting to identify a state-space model of a given 
plant. The present paper deals with such an iden-
tification method, adapted for real time applica-
tions. The method realises a direct on-line iden-
tification of a continuous-time state-space model 
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(CTSM) by using real-time bounded values of 
the input  of the plant and its state 

. It allows both open loop identification 
and adaptive control when combined with a 
suitable compatible controller. 

rUtu ∈)(
ntx Σ∈)(

 
The present identification strategy is close to the 
methods in [1, 7, 11], where an adaptive algo-
rithm identifies continuously the plant’s model. 
The idea is to establish a reference model, called 
clone in our approach, whose goal is to repro-
duce the behaviour of the plant in real time. This 
procedure, called cloning, utilises an adaptive 
procedure that tunes the parameters of the clone 
so that, at the end, the state error between the 
plant and its clone is reduced to nil. It is shown 
that at the same time, the parameters of the 
clone are bound to be the best estimates of those 
of the plant’s CTSM. 
 
The originality of the present method lies in the 
choice of a particular structure for the clone. The 
latter is actually a Piecewise Continuous System 
(PCS) These systems, defined in [4, 9], possess 
hybrid properties and are comparable to Singu-
larly Impulsive Dynamical Systems (SID) [6, 8]. 
PCS represent the class of hybrid systems where 
algebraic equations represent constraints that 
differential and difference equations need to sat-
isfy. They are characterised by switchings of 
their state in response to controlled impulses. 
Particularly, the state of the PCS clone under-
goes switching at discrete time instants defined 
by { }, 0,1,2...kS t k= = . This switching allows 
synchronisation of the clone’s state with that of 
the plant at each , so that the state error is 
nil at each switching instant. Based on this 
property, the adaptive algorithm modifies recur-
sively the clone’s parameters which are kept 
constant between switching instants. In contrast 
with usual methods, the identification procedure 
is not continuous due to the PCS clone. How-
ever, the synchronisation property leads to fast 
identification of the plant’s CTSM. 

kt S∈

 
The theory proposed in the present paper can be 
classified as a black box approach. The aim is to 
obtain a representative model of the plant with-
out any a priori knowledge of its internal physi-
cal equations. In our case, only the order n of the 
state representation is used as a guide to the 
structure of the clone. In addition, the proposed 
method is directly transposable on real time con-

figurations enabling on-line identification of real 
plants.  
 
Due to the particular nature of the PCS clone, 
which switches at specific time instants 

{ }...2,1,0, == ktS k , the functions introduced in 
this paper can be discontinuous at those time 
instants. So, for a given time function , we 

define 

)(tf

( )k kf t f− −=  and ( )k kf t f+ += . In general, 
when considering discontinuous function  at 
switching instants, the notation  is often used 
as a simplified one for . Naturally, in case of 
continuity, . In this context, the 
time interval ] , which is the k

f

kf
+

kf

kkk fff == +−

]1, +kk tt th piece of 
time, is referred to as the k-piece.  
 
 

2. PRINCIPLE OF PLANT CLONING 
 
2.1 Mathematical model 
 
Basically, we associate a mathematical nth order 
continuous time linear state model to the plant 
that is to be identified: 
 

'( ) . ( ) . ( )x t a x t b u t= +  (1) 
 
with ( ) nx t ∈Σ  being the state and  the 

plant’s input and with matrices  and 

rUtu ∈)(
n na ×∈ℜ

n rb ×∈ℜ  representing the model’s parameters 
to be identified. 
 
Assumption 1. The model is chosen such that 
the state ( )x t  is available. 
 
Assumption 2. The state ( )x t  is supposed to be 
bounded either because of natural stability of 
the plant or due to a compatible PCS controller 
[4, 9]. 
 
Let the matrix ( )n r n+ ×∈ℜϕ  represent the 

plant’s parameter set such that [ ]T a b=ϕ . 
 
2.2 Identification by cloning 
 
Fig. 1 reflects the principle of the present identi-
fication method. Two main operating blocks are 
essential to realise identification: 
• a clone that runs in parallel with the plant, 
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• an adaptive algorithm block that tunes re-
cursively the clone’s parameters. 

 

 
The clone, whose aim is to reproduce the behav-
iour of the plant, is of the same order as the lat-
ter’s model and its state is noted . It 
intakes the same input  as the plant, and 
runs in parallel to the plant. It is defined by state 
matrices  and , which are 
constant upon a k-piece, but tuned recursively at 
each  by the adaptive block. Let matrix 

 represent the clone’s parameter set 

such that . 

ntx Σ∈)(ˆ
)(tu

nn
ka ×ℜ∈ˆ rn

kb ×ℜ∈ˆ

kt
nrn

k
×+ℜ∈ )(ϕ̂

ˆˆ ˆT
k k ka b⎡ ⎤= ⎣ ⎦ϕ

The clone’s hybrid nature is such that  pre-
sents a piecewise continuous time evolution, 
being continuous upon each k-piece and 
switched to the plant’s state  at each . 

)(ˆ tx

)( ktx kt
 
Denote by )()(ˆ)( txtxte −=  the state error and by 

 the parametric error matrix such 
that . 

nrn
k

×+ℜ∈ )(Φ
TT

k
T
k ϕϕΦ −= ˆ

 
According to the present approach, cloning is 
represented by )()(ˆ txtx k ⎯⎯ →⎯ ∞→  or 0)( ⎯⎯ →⎯ ∞→kte  
and identification by ϕϕ ⎯⎯ →⎯ ∞→kkˆ . 
 
 

3. THE CLONE 
 
As a PCS, the clone is a finite-dimensional, 
strictly causal linear system, which, according to 
the taxonomy of hybrid systems, admits 
autonomous switching [3] of its state in response 
to controlled impulses [2]. In this way, a PCS 

possesses two input spaces (continuous/discrete) 
and refers to two different time scales (continu-
ous/discrete). 
 
The continuous time scale  corresponds to the 
continuous dynamics of the PCS according to a 
continuous input, whereas the discrete time scale 

 defines the switching instants at which 
the state is forced by means of a discrete input. 

ℑ

S ⊂ ℑ

)(tu  )(tx

 
According to the PCS formalism, the clone is 
defined by the following equation set: 
 

ˆˆ ˆ ˆ'( ) . ( ) . ( )T
ck kx t a x t u t= +ϕ   (2a) t S∀ ∉

ˆ( ) ( )kkx t x t+ =   (2b) kt S∀ ∈

 
Equation (2a) represents the continuous dynam-
ics of the clone with a continuous input 

( ) ( ) ( )
TT T

cu t e t u t⎡ ⎤= −⎣ ⎦  referring to ℑ , with 

 and  as defined previously. ( )u t ( )e t
 
Equation (2b) corresponds to the switching of 
the clone’s state with a discrete input referring 
to . The switched value of S ˆ( )x t  is determined 
by sampled values of the plant’s state ( )kx t   
 
Property 1. Equation (2b) describes the reset-
ting property of the clone which allows syn-
chronisation between the plant and its clone at 
each switching instants. Thus, ( ) 0ke t + =  as 
shown in Fig. 2. 
 

 
Replacing  by its expression, the clone’s 
equations can be written as: 

( )e t

 
ˆˆ ˆ'( ) . ( ) . ( )k kx t a x t b u t= +   (3a) t S∀ ∉

ˆ( ) ( )k kx t x t+ =   (3b) kt S∀ ∈
 
This equation set shows that the plant’s state 
interferes in the evolution of the clone’s state: 

Clone ( ) kk ba ˆ,ˆ

)(te
{ }kk ba ˆ,ˆ  

Adaptive 
Algorithm 

Fig. 1. Identification structure 

)(ˆ tx
kt

Plant ( a ) b

-
+

,

e(t)

t0

t1

t2

tk

tk+1 time
tl tl+1

Fig. 2. Resetting property 
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• continuously upon each k-piece (3a), 
• by synchronisation at each  (3b). kt S∈
 
Fig. 3 illustrates the clone’s architecture corre-
sponding to its functioning equations (3). Verti-
cal arrows marked with  next to each parame-

ter block indicate that the estimators  and  
change at each switching instant during the clon-
ing procedure. 

kt

ˆka k̂b

 

 
4. MATHEMATICAL APPROACH 

 
Note that the state of the plant and that of its 
clone are continuous, bounded and derivable 
between switching instants, which implies that 
the state error  is also continuous, bounded 
and derivable between switching instants. 

( )e t

 
Theorem 1. If  shows discontinuities inside 
a k-piece, cloning and identification are achie-
vable iff  is rendered identically nil 

. 

)(tu

( )e t
t∀ →∞

 
Proof. Concerning cloning, it is obvious that if 

, the behaviour of the plant is 
totally reproduced by its clone. As for the identi-
fication procedure, we proceed as follows to 
show how it is guaranteed from the stated condi-
tion. 

∞→∀≡ tte 0)(

 
Equations (1) and (3a) yield: 

ˆˆ'( ) [ ]. ( ) [ ]. ( )k ke t a a x t b b u t= − + −   (4) St∉∀
Ensuring that   implies 

 , thus giving: 
( ) 0e t ≡ t∀ →∞

'( ) 0e t ≡ t∀ →∞
ˆˆ[ ]. ( ) [ ]. ( ) 0≡ |t S k∀ ∉ →∞k ka a x t b b u t− + − (5) 

The adaptive algorithm tunes parameters  

and  so as to satisfy (5) for all pair of values 

of  and 

ˆka

k̂b

( )u t ( )x t  and such that  and  are 
constant upon each k-piece. Given that  is 
chosen to be discontinuous upon a k-piece and 
that 

ˆka k̂b
( )u t

( )x t  is necessarily continuous according to 
(1), the only possible constant values of  and 

 that satisfy (5) are bound to be those equal 
to the plant’s parameters. 

ˆka

k̂b

 
kt Hence, in the conditions stated in theorem 1, 

( ) 0e t ≡  ⇔ { }ˆˆ ;k ka a b b≡ ≡ , thus realising the 

plant’s identification. 
 
Remark 1. The use of a “rich” input signal, i.e. 
one showing discontinuities inside each k-piece, 
is often the case in classical identification  
methods [1]. This can be compared, by analogy, 
to a driver testing his car on hilly and curved 
roads rather than on a flat straight one in order 
to determine its characteristics. 
 
4.1 Reduction to zero of the state error 
 
Property 1 one already ensures . The aim 
is thus to render the state error nil inside a k-
piece. To do so, we make use of the adaptive 
law that tunes the clone’s parameters till  
becomes identically nil as . 

0ke =

)(te
∞→t

 
Strategy. In order to bring the state error to 
zero, we consider cancelling  component by 
component. In this way, we introduce for each k-
piece the scalar quantity 

( )e t

 
1 ( ) .k

k

ti i
k t

e dε θ θ+= ∫  1,...,i n∀ = , 

with  being the i)(tei th component of . ( )e t

 
Property 2. If the integral of a positive and 
bounded time function ( )f t  upon a time inter-
val is nil, then this function is nil upon that in-
terval of time. 
 
In our case, ( )if e t= . So, if we can ensure 

that 0 ( )i
k k iε = →∞ ∀ , then  

according to property 2. Moreover, e t  being 
nil at each switching instant, we have: 

0 ,i
ke i t= ∀ ∀ ∉S

( )

)(tu

)(tx

)('ˆ tx  )(ˆ tx

{S}

)( ktx

Fig. 3. Architecture of the PCS clone 

+ 

+ kt

kt  

kâ

kb̂  
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0 ( ) ( ) 0 ,i i

k k i e t iε = →∞ ∀ ⇔ ≡ ∀ t∀  (6) 
 
4.2 Adaptive procedure 
 
According to the cloning principle, we define an 
adaptive law, similar to that used in [12], that 
allows cancellation of the aforedefined i

kε  term, 
in view of realising simultaneously cloning (and 
identification. In this subsection, we first ex-
press i

kε  in a form that suits the adaptive algo-
rithm before defining the latter. 
 
The ith columns of ϕ , ˆkϕ  and  are denoted 

respectively by 
kΦ

iϕ , ˆi
kϕ  and i

kΦ . Thus, 
ˆi i

k k
iϕ ϕΦ = − . 

 
4.2.1 Expressing i

kε  
 
Let the observation vector (( ) n rW t )+∈ℜ  be 

such that . According to 
the definitions of 

( ) [ ( ), ( )]T T TW t x t u t=
ϕ , ˆkϕ  and  given in sec-

tion 2, we can express (4) as such: 
kΦ

 
'( ) . ( )T

ke t W t= Φ ,  (7) 1] , ]k kt t t +∀ ∈
 
Integrating (7) upon a k-piece and taking into 
account that  and that is constant 
upon a k-piece,  can be expressed as: 

( ) 0ke t+ = T
kΦ

( )e t
 

( ) . ( ).
k

tT
k t

e t W dθ θ= Φ ∫ ,  (8) 1] , ]k kt t t +∀ ∈

Hence,  is of the form: ( )e t
 

1( ) . ( ), ] , ]T
k ke t W t t t t += Φ ∀ ∈%

k , (9) 

with ( ) ( ).
k

t
t

W t W dθ θ= ∫% , 1] , ]k kt t t +∀ ∈  (10) 

To evaluate i
kε , let’s first express : ( )ie t

1( ) ( ). , ] , ]i T i
k k ke t W t t t t += Φ ∀ ∈%  (11) 

 
Inside the k-piece, i

kε  can be written as: 

{ }
1

[ ( )] . ( ).
k

k

t
i i i
k

t
sign e e dε θ θ θ

+

= ∫ 1, ,i n∀ = L

iθ

  (12) 

with  
1 if 0

( )
1 elsewise

f
sign f

≥⎧
= ⎨−⎩

 
Replacing (11) in (12) leads to ( ): 1, ,i n∀ = L

{ }
1

[ ( )] . ( ). .
k

k

t
i i T
k k

t
sign e W dε θ θ

+⎧ ⎫
⎪ ⎪= Φ⎨ ⎬
⎪ ⎪
⎩ ⎭
∫ %  (13) 

Thus, letting { }
1

[ ( )] . ( ).
k

k

t
i i T
k

t
V sign e W dθ θ θ

+

= ∫ %  

1, ,i n∀ = L  allows us to express i
kε  as such: 

 

.
Ti i

k k kVε i= Φ   (14) 
 
4.2.2 The adaptive recurrence 
 
With the new expression of i

kε , we define the 
adaptive law for each component as follows: 

1
. .ˆ ˆ

1 . .

i i i
i i k k k
k k i iT i

k k k

g V
g V V

ε
ϕ ϕ+ = −

+
 for , (15) 1, ,i = L n

where  is a real, positive gain, which influ-
ences the convergence of (15). 

i
kg

 
Expressions (14) and (15) constitute the iterative 
procedure used in practice to achieve the cloning 
process. It is shown thereafter that with an equa-
tion in the form of (14), the recurrence in (15) 
allows: 
 
•  and 0i

k k
ε

→∞
⎯⎯⎯→

• ˆi i
k k

ϕ ϕ
→∞

⎯⎯⎯→ , 

 
ensuring respectively cloning and identification. 
 
Remark 2. Considering the reduction to zero of 
vector  component by component brings us 
to construct n  separate recurrence blocks that 
tune the parameters of -column matrix 

( )e t

n ˆkϕ  in 
the case of black box identification. Naturally, if 
some columns of ϕ  are known (grey box identi-
fication), the cloning structure can be simplified 
by using fewer recurrence blocks. Moreover, the 
use of separate recurrence blocks allows paral-
lel computing that helps in accelerating cloning 
procedure. 
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4.2.3. Proof of convergence 
 
The aim is to show that . To do 

so, we need to consider the sequence , 
whose terms are necessarily positive and scalar 

(  is the Euclidian norm of ). 

0i
k k
ε

→∞
⎯⎯⎯→

.
Ti i

k kΦ Φ

.
Ti

kΦ Φi
k

i
kΦ

 
Let’s replace i

kε  by its expression from (14): 

1
. .ˆ ˆ

1 . .

i i iT
i i k k k
k k i iT i

k k k

g V V
g V V

ϕ ϕ+ = − Φ
+

i
k  for  (16) 1, ,i n= L

 
Assuming that the plant is invariant (at least dur-
ing one cloning procedure), we can subtract iϕ  
from both sides of (16). Thus: 
 

1 [ ].i i
k kI S+Φ = − Φi

k ,  (17) 

with . .

1 . .

T

T

i i i
i k k k
k i i i

k k k

g V V
S

g V V
=

+
 for  (18) 1, ,i = L n

i
k

. i
k

 

Note that . Moreover: 
Ti

kS S=
 

.
Ti i i

k k kS S Sµ= ,  (19) 

where . .

1 . .

T

T

i i i
i k k k
k i i i

k k k

g V V

g V V
µ =

+
, with 0 1  (20) i

kµ≤ <

 

Let’s analyse the evolution of : .
Ti i

k kΦ Φ
 

1 1. .[ ] .[ ].
T Ti i i i T i i

k k k k k kI S I S+ +Φ Φ = Φ − − Φ 1+  
 
Thus, as from (18) and (19): 

1 1.
Ti i

k k+ +Φ Φ  

. .
. (2 ).

1 . .

T
T T

T

i i i
i i i i k k k
k k k k i i i

k k k

g V V

g V V
µ= Φ Φ − − Φ Φ

+

i
k  (21) 

Knowing that 
2

. . .
T Ti i i i i

k k k k kV V εΦ Φ =  from (14): 
2

1 1. . .(2 ).(1 ).
T Ti i i i i i i

k k k k k k kg i
kµ µ ε+ +Φ Φ = Φ Φ − − −

 
Hence, the difference between two successive 
terms is of the form: 
 

2

1 1. .
T Ti i i i i

k k k k k . i
kγ ε+ +Φ Φ −Φ Φ = − , (22) 

with .(2 ).(1 )i i i i
k k k kgγ µ µ= − − . 

Since  by definition and 0  (from 
(20)), it is obvious that: 

0i
kg > 1i

kµ≤ <

 
.(2 ).(1 ) 0i i i i

k k k kgγ µ µ= − − >  (23) 
 
Corollary. By the above analysis, we have: 
 

1 1. .
T Ti i i i

k k k k+ + 0Φ Φ −Φ Φ ≤   (24) 

.
Ti i

k k k
cst

→∞
Φ Φ ⎯⎯⎯→   (25) 

Therefore, given (24) and that the  
terms are positive scalars, we can state that 

.
Ti i

k kΦ Φ

.
Ti

k
i
kΦ Φ  is a positive sequence decreasing as-

ymptotically to zero or to a positive limit as  
tends to infinity. 

k

 
When this sequence reaches its limit (end of the 
cloning procedure), we have: 

1 1. .
T Ti i i i

k k k k k+ + →∞
0Φ Φ −Φ Φ ⎯⎯⎯→  

 
Thus, according to (22): 

2
. 0i i

k k k
γ ε

→∞
− ⎯⎯⎯→  

Since 0i
kγ ≠  (23), we can claim that: 

0i
k k
ε

→∞
⎯⎯⎯→  

 
Hence, according to (6), the state error becomes 
identically nil. Moreover, according to theorem 
1, identification is consequently realised. 
 

 
5. ILLUSTRATING EXAMPLES 

 
Computer aided simulations and real-time appli-
cations helped in testing the realisation and effi-
ciency of the cloning method. Based on the ar-
chitecture of Fig. 1 and the method’s equations, 
a Functional Cloning Structure (FCS) was de-
signed in Simulink®. Dealing with bounded sig-
nals, the PCS approach allows direct implemen-
tation using classical blocks (integrators with 
reset mode, zero order holders, ...). 
 
Some illustrating examples that extend the theo-
retical assumptions have been selected in order 
to take into account practical cases. Results from 
simulation tests of the FCS are proposed as a 
weight of comparison with existing methods. 
Moreover, to illustrate the real-time perform-
ances of our method, we show the results ob-
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tained while testing the method upon a real-time 
controlled bench using Matlab®RTW-Simulink-
dSpace® technology as the interface between the 
controlling computer and the real physical sys-
tem. 
 
Remark 3. In all the examples, the adaptive 
gain  has been fixed to a high constant value 

 to ensure fast convergence of the adaptive 
algorithm: . Precautions 
should be taken such that the digital calculator 
does not overflow while increasing the gain for 
faster cloning. 

i
kg

i∀
igg ii

k ∀×== 20101

 
Remark 4. During experimentation, the switch-
ing of the PCS clone was realised at constant 
period T, such that { }. , 0,1,2...S kT k= = . 
 
Remark 5. According to theorem 1, a non-zero 
scalar input  showing discontinuities inside 

 was fed to the plant in each ex-
periment. It is obvious that if  remains con-
stant on a k-piece, there may exist solutions for 

 and  other than  and 

( )u t
] , ( 1) ]kT k T+

( )u t

ˆka k̂b ˆka ≡ a k̂b b≡  satis-
fying (5). In practice, a “poor” input signal 
leads to convergence of estimators to wrong 
values. On the other hand, the “richer” the sig-
nal, the faster the cloning is. 
 
5.1 Cloning of simulated plants 
 
The FCS has been tested in simulation and it has 
shown efficiency in realising on-line black box 
identification of linear time invariant stable 
plants of any order even with far-fetched initial 
conditions. In this section, we present some 
practical cases that extend the theoretical as-
sumptions. In most cases, grey box identification 
was possible, thus simplifying the cloning struc-
ture. 
 
5.1.1 Second-order time invariant plant 
 
As a first example, we identify a plant whose 
model (1) is defined by: 
 

3 1
5 4

a
−⎡ ⎤

= ⎢ ⎥
⎣ ⎦

 and 
30
90

b
⎡ ⎤

= ⎢ ⎥
⎣ ⎦

 

 
In this case, black box identification is necessary 
to estimate all the components of ϕ .  

During this simulation, the initial condition of 
the FCS was  

1 1 1
ˆ0 1 1 1
T ⎡ ⎤
= ⎢ ⎥
⎣ ⎦

ϕ   

and the switching period of the clone was 
100 msT = . Note that smaller values of T  ac-

celerate the identification procedure, the limita-
tion being related to minimum calculation step 
size of the simulation software. 
 
Fig. 4 shows how the parameter estimators con-
verge rapidly (in less than 5s) to the actual val-
ues of the plant’s corresponding parameters. It 
can be observed that the components of the state 
error tend to nil. 

1212ˆ aa →1111ˆ aa →

2222ˆ aa →2121ˆ aa →

11̂ bb → 22
ˆ bb →

02 →e01 →e

time, s time, s 

Fig. 4. Identification of a second-order plant

 
5.1.2 Third-order time invariant plant 
 
In this example, we identify a plant that is con-
sidered in [7]. The model (1), which is to be 
identified, is defined by: 
 

0 1 0
0 0 1
4.5 10.5 3.5

a
⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥− − −⎣ ⎦

 and  
0
0
5

b
⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

 
The above values were used to simulate the 
plant in Simulink®, and white noise (propor-
tional to the state) was added to its state before 
being injected into the identifier to test the ro-
bustness of the cloning method against distur-
bances. 
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In this case, not all of the components of ϕ  need 
identification, since we had an a priori know-
ledge of the plant’s internal structure. We thus 
performed grey box identification, needing only 
one adaptive block that tunes parameters of the 
third line of ˆT

kϕ . 
 
During this simulation, the initial condition of 
the FCS was  

[ ]3ˆ 1 1 1 10
T

ϕ =   

and the switching period of the clone was 
. 100 msT =

Fig. 5 shows how the parameter estimators con-
verge to the actual values of the plant’s corre-
sponding parameters. The results show that our 
method allows identification in 10s time, while 
the technique in [7] necessitates more than 150s. 
In fact, the two methods are rather similar, ex-
cept that in the present method, the synchronisa-
tion property of the clone helps in accelerating 
identification. 
 
5.1.2 Time Varying Plants (discontinuous case) 
 
As mentioned formerly, the theory requires that 
plants to be identified need to be invariant at 
least during the convergence of the algorithm. 
 
However, if the parameters are piecewisely con-
stant, undergoing discontinuous changes, clon-
ing is possible if each constant time piece is 
large enough for the algorithm to converge to 
the corresponding constant parameter values. 

Then, after each discontinuous change, we can 
consider that a new cloning operation begins 
with initial conditions being the last identified 
values. 
 
Let’s consider the identification of a second or-
der Time Varying Plant (TVP) in which one pa-
rameter of the CTSM shows a discontinuous 
change: 11( ) 3 ( )a t f t=− + , ( )f t  being a square 
signal (magnitude = 3 and period = 0.5s). Sup-
posing that the five other parameters are known 
constants, grey box identification is possible 
with only one adaptive block. 
 
For this example, the initial condition was: 

11 0ˆ( ) 6,a 5= −  and the clone’s switching period 
was chosen to be T 5 ms=  for more “reactive” 
cloning. 
 

3 3b̂ b→
Fig. 6 shows how the estimator follows the dis-
continuous changes of the plant’s parameter. 
Only a short transition is observed (100ms) after 
each discontinuity. It can be considered that a 
new cloning procedure begins at each disconti-
nuity. 

33 33â a→

31 31â a→  

32 32â a→

time, s 

11 11ˆ ( )
k

a a→ t
Fig. 5. Identification of a third-order plant 

time, s 

Fig. 6. Identification of a parameter 
varying discontinuously 

 
5.1.3 Time Varying Plants (continuous case) 
 
In the present example, we show that even con-
tinuously varying parameters can be identified. 
This can be explained by the fact that once the 
current value of ϕ  is reached by its estimator ˆkϕ  
after a transition time, then cloning goes on suc-
cessively with initial conditions being very close 
to the current value of ϕ . However, the dynam-
ics of those changes must be relatively slow so 
that parameters can be considered as nearly con-
stant inside a k-piece. 
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The model which is to be identified here is de-
fined by '( ) ( ). ( ) . ( )x t a t x t b u t= +  with: 
 

3 sin(2 . ) 1
( )

5 4 2sin(4
t

a t
t

π
π

− +⎡
= ⎢ − +⎣ . )

⎤
⎥
⎦

,  

 
30
90

b
⎡ ⎤

= ⎢ ⎥
⎣ ⎦

. 

 
In this case, we applied a grey box identifica-
tion, necessitating two adaptive blocks that iden-
tify the time varying parameters  and . 
The initial conditions of their estimators are 

 and the switching period of 
the clone was . 

11a 22a

11 0 22 0ˆ ˆ( ) ( ) 1a a= =
5 msT =

 
The results represented by Fig. 7 show how the 
estimators  and  follow the varia-
tion of the model’s actual parameters  and 

. We notice the high performance of the al-
gorithm leading to a short transition phase in 
this case where . 

11ˆ( )ka 22ˆ( )ka

11a

22a

5 msT =
 
However, we observed that the use of cloning in 
such a case of time varying parameters leads to 
loss of the method’s black box faculty since only 
one varying parameter can be identified per line 
of Tϕ  for best results. The other parameters’ 
values must be given and fixed correspondingly 
in kϕ̂  so that the cloning algorithm doesn’t iden-
tify them as varying terms which satisfy 
ˆ i i
kϕ ϕ= . 

5.2 Cloning of a real plant 
 
The method has been used for online identifica-
tion of an electrical motor used to move a cart 
along a line segment. As shown in Fig. 8, the 
motor is controlled by a computer via an ampli-
fier. 
 

 
On the bench, a notched belt is used to allow 
linear motion of the cart via rotation of the mo-
tor’s axis. Actually, we have already used com-
mon off-line identification techniques (Bode, 
harmonic analysis) and found out that the sys-
tem behaves more or less as a linear, second or-
der system with respect to position. The goal 
being to perform cloning of the amplifier-motor-
cart set, we associate to the latter a mathematical 
model as in (1) defined by: 
 

( )
position

x t
velocity

=
⎡ ⎤
⎢ ⎥⎣ ⎦

, 
0 1
0 1

a
τ

=
−

⎡ ⎤
⎢ ⎥⎣ ⎦

, 
0

b
k τ

=
⎡ ⎤
⎢ ⎥⎣ ⎦

, 

where τ  is the time constant and  the gain of 
the amplifier-motor-cart set. 

k

 
In this case, not all of the components of ϕ  need 

identification (here, 
0 1 0
0 1/ /

T
k

ϕ
τ τ

⎡ ⎤
= ⎢ ⎥−⎣ ⎦

), 

since we had an a priori knowledge of the 
plant’s internal structure. We thus performed a 
grey box identification, needing only one adap-
tive block that tunes parameters of the second 

line of ˆT
kϕ . 

 
During the real time experiment, the initial con-

dition of the FCS was  and the 
switching period of the clone was T . 

[2ˆ 1 1 10
T

ϕ = ]
=

Fig. 9 illustrates the evolution with time of the 
parameter estimators,  and , repre-

100 ms
 

 22ˆ( )ka 2̂( )kb

□ 

□ 

● 

kaVin Vout

Amplifier Motor Pulley 

E 

i

. . 

PC ⎥
⎦

⎤
⎢
⎣

⎡
=

velocity
position

tx )(  

)(tu

Cart 

Fig. 8. Real time setup 

11 11ˆ ( )
k

a a t→

22 22ˆ ( )
k

a a t→  

time, s 

Fig. 7. Identification of a parameter 
varying continuously 
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sented by 22 2/  estimatorsa b  which tend to-
wards 1 τ−  and k τ  respectively. 

 
The valu  to the 

sults obtained off-line harmonic analysis 

ent the cloning performance. 

IVES 

t 

se distur-
ances. This is explained by the fact that inte-

led 
uring the cloning procedure. However, in order 

the ol

an input com-

 
In addition, coupling t
contr  of the 
loning method to an application in adaptive 

ay is possible. The clone’s 
put is simply delayed accordingly in this case. 

es found after cloning correspond
re  by 
identification denoted by 22 2/  measureda b  on 
the same figure. 
 
In addition, the decreasing speed erro

layed to repres
r is dis-

p
The noisy signals are due to the poor quality of 
the sensors – this shows the robustness of our 
method in the presence of disturbances. 
 
 

6. CONCLUSION AND PERSPECT
 
This article deals with a new approach of plan

entification based on a PCS model reference.  id
The method, which can easily be implemented 
on digital calculators, allows fast on-line pa-
rameter estimation of a plant’s linear CTSM. 

It shows a high converging power due to the 
original combination of the particular PCS clone 
and the proposed adaptive procedure. 
 
Experiments have shown that the identification 
method is robust against white noi
b
gration operations on the observation vector on 
each k-piece bring a filtering effect. Moreover, 
identification of time varying parameters is pos-
sible, given that the variations are of a slower 
dynamics than that of the cloning procedure. 
 
Besides, we found out that unstable plants could 
be identified: they simply need to be control
d
to supply the particular input signal ( )u t  re-
quired by theorem 1, we used a PCS controller 
(PCC) [9] whose parameters are the estimators 
ˆka  and k̂b  delivered by the identifier. This idea 

is illustrated by Fig. 10. Note that the combina-
tion of the PCC and the FCS is possible due to 

 two f lowing characteristics: 
• the PCC uses directly state space matrices 

which is delivered by the FCS, 
• the PCC feeds the plant with 

mand which is piecewisely continuous, thus 
satisfying theorem 1. 

 

he identifier with a PCS 
ol unit (Fig. 10) extends the use

c
control for time varying plants. Furthermore, 
non linear plants can be considered in some 
conditions where it is possible to provide a lin-
ear approximation. Present studies are under-
taken in this context. 
 
It is obvious that identification of plants present-
ing a known input del
in
 
Nevertheless, the method being limited to an 
available state, present development is consi-

{ }kk ba ˆ,ˆ  

)(tu )(tx

Fig. 10. PCS controller and identifier 

PCC ( ba ˆ,ˆ ) kk
Plant ( ba, ) 

)(~ tu  

Cloning Identifier 
Fig. 9. Identifica  real motor 

time, s 

tion of a
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dered so as to make use of an input-output stra-
tegy. 
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