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Abstract: Voltage dips are a major problem in grid connected turbines as they cause voltage imbalance in the grid 
and are likely to cause a shutdown in the turbine operation momentarily. Wind turbines such as Vertical axis wind 
turbines (VAWTs) have poor self-starting characteristics. In addition, a large breaking mechanism will require a long 
time to settle back to steady state operation. A doubly fed induction generator (DFIG) based VAWT plant offers 
great flexibility against highly fluctuating turbulent winds of urban set-ups. This paper proposes a control mechanism 
that ensures frequency support to the grid and also protects the VAWT from severe conditions of the grid voltage 
imbalance. In this work, A LPV, gain scheduled control approach based on linear matrix inequalities (LMIs) is 
applied for the vector control of small scale VAWT based doubly fed induction generator (DFIG). The results show 
satisfactory performance and response of the proposed control system. The study algorithms were coded and 
implemented in MATLAB R2018a & Simulink. Hopefully, the study findings will provide more insight into the 
application of doubly fed induction generators with small-scale vertical axis wind turbines. 

Keywords: Doubly fed induction generator, gain scheduled control, Linear parameter varying, Vertical axis wind 
turbine, Vector control 

 

1. INTRODUCTION 

Vertical axis wind turbines (VAWTs) infamous for their 
efficiency in areas with turbulent and fluctuating wind flows 
(Nguyen and Metzger, 2017; Wekesa et al., 2016). This is a 
common phenomenon in areas with many obstacles to wind 
flow such as urban and sub-urban environments. Their 
insensitiveness to the direction of wind also makes them a 
suitable candidate for application in such conditions. 
Furthermore, VAWTs have a further stability advantage 
because the structure allows for the generator to be placed at 
the base.    

Doubly fed induction generators (DFIGs) on the other hand are 
popular for wind power generation because of their capability 
for variable speed operation, small power converters, 
independent active and reactive power control and minimized 
power losses (Houpis and Garcia-Sanz, 2012; Merabet et al., 
2018; Polinder et al., 2013). Notwithstanding, the DFIG holds 
its own challenges which emerge in the overall control for 
smooth and efficient operation. Conventionally, control of grid 
connected DFIGs is effected via stator-voltage oriented or 
stator flux oriented vector control. This schemes allow for 
decoupled control of active and reactive power through the 
decoupled currents in the d-q reference frame. Tracking 
performance is highly dependent of the exact machine 
parameters and uncertainties in the system (Merabet et al., 
2018). Hence this demands a good and robust control 
algorithm to allow for agreeable performance.  

Another advantage to the DFIGs lies in their ability to generate 
power both below and above synchronous speeds. This makes 
them a promising solution for application along with small 
vertical axis wind turbines which are known to operate in 

fluctuating and turbulent wind conditions that are 
characteristics of urban environments. Despite the overall 
advantages to such a configuration, the challenge exists in 
getting the most suitable control approach to guarantee good 
performance along the entire operation trajectory and also to 
allow for a smooth operation and integration to the micro-grid.  

In response to grid challenges such as voltage dips and 
frequency drops (Ramtharan et al., 2007), the turbines are 
required to be adamant to these changes in terms of their 
operation efficiency and also be able to give support to the grid 
by quick adaptations. This is a complex task since the turbine 
faces multiple uncertainties and requirements for pitch control, 
maximum power tracking and power supply-demand balance.   

Various control schemes have been developed for 
improvement of DFIG-based wind turbine systems however, 
configurations involving VAWTs have only started to receive 
increased interest in the recent past. Cardenas et. al. (Cárdenas 
et al., 2013) gave a review on various control systems that 
were applied for DFIGs employed in wind turbines for 
connection to balanced and unbalanced grids, stand-alone 
operation, sensorless control, frequency support by DFIGs and 
low-voltage ride through (LVRT). Tien et. al. (Tien et al.,  
2016) proposed  a LPV control for DFIG and exploited the 
feature of discretization for dynamic and robust performance 
for the mechanical speed variations. The work however only 
focused on the DFIG and there was no connection to any 
specific turbine. An LPV approach proposed by (Wang and 
Weiss, 2014) was aimed at frequency support and 
maximization of power, on the out loop of the vector control 
structure, and fast current tracking on the inner loop current 
loop. Other literature addressing the control of DFIGs include 
(Merabet et al., 2018; Wang et al., 2016) where they applied 
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H-infinity control for robust current control to suppress 
uncertainties due to grid voltage distortions and a sliding mode 
control law for dc-link voltage regulation under different 
operating conditions. This studies however, focus on the grid 
side control as opposed to the rotor side control. Figure 1 
shows a VAWT based wind farm control scheme. 

 

Fig. 1.VAWT based wind energy conversion system. 

blades as in (Inthamoussou et al., 2014; Inthamoussou et al.,  
2016). These studies gave a general approach based on 
horizontal axis wind turbines (HAWTs) whose dynamics are 
different to VAWTs. Most studies concerning VAWTs are 
structural oriented (Cheng et al., 2017; Danao et al., 2014; 
Onol and Yesilyurt, 2017; Rezaeiha et al., 2017; Wekesa et al., 
2016; Wong et al., 2017) as opposed to control oriented where 
so little has been done. Some of the works addressing control 
of VAWTs, particularly small-scale include (Abdalrahman et 
al., 2017; Breslan et al., 2016). For instance, Abdalrahman et. 
al. (Abdalrahman et al., 2017),  used a multilayer perception 
layer (MPL) artificial neutral network for control of the pitch 
angle of a small-scale stand-alone VAWT.  

The major contribution of this paper is to study the control of 
small scale vertical axis wind plants based on doubly fed 
induction generators. This subject has received minimal 
attention in the recent past yet it is significant in furthering the 
efforts of renewable energy availability close to where it is 
produced. The paper thus proposes the torque control of a 
small scale vertical axis wind turbine (VAWT) based on 
doubly fed induction generators using advanced linear matrix 
inequalities technique. The control structure follows a quasi-
maximum power point (MPPT) paradigm used to generate 
maximum energy from the turbine. The work considers 
variable wind speeds that take into account the gusts and 
turbulent wind conditions realized in Marsabit, a rural-urban 
town in eastern Kenya. By including the drive train dynamics, 
this accounts for realistic conditions for any admissible 
perturbations in the working and performance of a VAWT.  
Furthermore, modifications are added to the MPPT strategy to 
automatically scale down excessive power to a demanded 
power level which is normally manually operated according to 
(Inthamoussou et al., 2016). Additionally, the robustness of the 
self-scheduled controller is tested for frequency support in case 
of possible voltage-dips. The controller is validated against 
conventional PID control which is normally used as a base 
controller. Figure 2 gives a representation of the dynamic rotor 
side control for a DFIG. The rest of the paper is organized into 

(II) Modelling of the system (III) LPV description of the DFIG 
(IV) Gain scheduling numerical method (V) Proposed 
modifications and (VI) Results and Discussion. 

 

Fig. 2. Rotor side control structure (Tien et al., 2016). 

2. SYSTEM MODELLING 

2.1 VAWT–Aerodynamic Model 

The turbine is a flexible structure comprising of distinct parts 
coupled to form a single system. These include the rotors, the 
shafts, gearbox, generator and converter. The turbine blades 
(rotors) interact with wind developing a torque called 
aerodynamic torque Tr . The aerodynamic torque is derived 

according to  (Abdalrahman et al., 2017; Inthamoussou et al., 
2016):  

30 .5 ρ A v C ሺ λ ,β ሻ RP prT ൌ ൌr Ω v λr                                           (1) 

which can also be written as (Wekesa et al., 2017; Wekesa et 
al., 2016) . 

R2T ൌ 0 . 5 ρ A v C ሺ λ ,β ሻr T                                            (2) 

The vertical axis wind turbine parameters are as provided in 
table (1) below following a VAWT experiment conducted by 
(Balduzzi et al., 2016) and CFD simulations carried out by 
(Abdalrahman et al., 2017). 

Table 1. Features of the VAWT. 

Feature 
for 

VAWT 
Value 

Feature for 
VAWT 

Value 

Rotor 
radius R 

0.85 m  
Tip speed 
ratio,   

1,1.7,2,2.5, 3.3 

Number 
of 

blades 
3 

Turbine 
inertia, Jr  136.5525 2kgm  

Blade 
profile 

NACA 
0018 

Shaft 
stiffness, Ks  22.05 Nm / rad  

Chord, 
c (m) 

0.24 
Generator 

inertia, Jg  0.2000 2kgm  

Aspect 
Ratio 
(AR) 

12 

Shaft 
damping 

coefficient,
Bs  

0.0150 Nms/rad  

 



CONTROL ENGINEERING AND APPLIED INFORMATICS                                                                      25  

2.2 Two Mass Drive Train Model 

The drive train comprises of the high and low speed 
transmission shafts and gearbox between the rotor and the 
generator. In this work, a two-mass mechanical system is 
adopted. The difference between the rotor angular deviation 

r  and the low speed shaft angular deviation ls  yields  s , 

the angular difference (Boukhezzar and Siguerdidjane, 2010): 

-  r ls s                                                   (3) 

The differential angular difference is obtained as follows 
(Boukhezzar and Siguerdidjane, 2010) : 

- -


    & g
r ls r N g

                                                (4) 

where the terms r , ls , g , N g represent rotor speed, low 

speed shaft speed, generator speed and gearbox ratio, 
respectively. 

The aerodynamic torque works against the inertia of the 
turbine, the friction factors in the moving parts and the shaft 
torque referred from the generator. This is expressed 
numerically (Boukhezzar and Siguerdidjane, 2010) as: 

- -  &J T T Br r r ls r r                                                    (5) 

where the low speed shaft torque Tls  is expressed as 

(Boukhezzar and Siguerdidjane, 2010) 

( - ) ( - )    T K Bls ls r ls ls r ls                                         (6) 

Substituting (3) into (6) and (6) into (5) then factoring out 
leads to (7) with /Nls g g    

- - ( )


    & g
J T K B B Br r r ls ls ls r r ls N g

           (7) 

 

Fig. 3. Two mass drive train scheme. 

Figure 3 shows a two degree of freedom scheme of a drive 
train used for the set-up.  

The coupling between the generator and the high speed shaft is 
as in (8) (Boukhezzar and Siguerdidjane, 2010): 

- -  &J T B Temg g hs g g                                        (8) 

where the terms hsT , Bg  and Tem  are the high speed shaft 

torque, generator damping coefficient, and electromagnetic 
torque respectively. Equation (8) is modified by substituting 

Ths with /hs ls gT T N  to obtain (9) (Boukhezzar and 

Siguerdidjane, 2010) : 

2- ( ) -     & ls ls ls
emg g g g

g g g

K B B
J B Ts rN N N

                      (9) 

2.3 Modeling of the DFIG in the d-q Frame 

The dynamics of the DFIG expressed in a synchronously 
rotating d-q frame for the rotor and stator sides are given in 
(Vas, 1998) as;  

-






  


   

d sdv R isd s sd s sq dt
d sq

v R isq s sq s sq dt

                                                 (10) 

-( - )

( - )







   


     

d rdv R ird r rd s r rq dt
d rq

v R irq r rq s r rd dt

                                         (11) 

where vsd  and vsq  are the d q  stator voltages, Rs  is the 

stator  resistance, isd  and isq  are the d q  stator currents ,

sq  and sd   are the d q   stator fluxes, rdv  and rqv  are 

the d q  rotor voltages, Rr  is the rotor voltage,  ird  and irq  

are the d q  rotor currents, rd  and rq  are the d-q rotor 

fluxes, s  is the synchronous angular speed, r  is the rotor 

speed and the slip angular speed is represented as  ( )s r . 

The stator and rotor fluxes are expressed in terms of the rotor 
and stator currents below  (Vas, 1998) 

L i L isd s sd m rd
L i L isq s sq m rq

L i L ird r rd m sd
L i L irq r rq m sq







 
  
  
                                                     (12) 

where s s mL L L   , r r mL L L   are the total inductance of 

stator and rotor coils (Smajo and Vukadinovic, 2008) 
whereas , ,s r mL L L   are the stator leakage, rotor leakage and 

mutual inductances respectively.  

Adopting the stator voltage orientation where the stator 
voltage is aligned with the d-axis of the rotating reference 
frame (Li et al., 2009), the stator active and reactive powers, 
𝑃௦ and  𝑄௦ respectively can be given by 

3

2

3

2

LmP V is s rdLs

V Ls s mQ V is s rqL Ls s









                                                            (13) 

where 𝑉௦ is the stator voltage and s is the stator flux. 

Equation (13) can be rewritten as (14) (Merabet et al., 2018)  
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3
0 0

2
3

3
0 2

2

LmVs iLP rqss Vs sQ L is m rdV Ls sLs



 
                          

                     (14) 

It can be deduced from (14) that active and reactive powers can 
be decoupled and controlled separately by means of the d q  
rotor currents. The DFIG, electromagnetic torque, is obtained 
from (13) as  

3
- ( )

2
 


P Ls mT p p Iem sq drLg s

                                (15)  

where p  is the number of pole pairs and g  is the 

generator rotor mechanical speed. Refer to (Merabet et al., 
2018) for more details on the derivation of the DFIG in the d-
q frame for interested readers.  

2.4 LPV Model of the DFIG 

The dynamics of the DFIGs can be estimated by the 
following 4th order LPV description according to Wang et al. 
2017 (Wang et al., 2016) based on the stator voltage 
orientation. The varying parameter is selected to be the 
mechanical angular velocity of the rotor g which leads to an 

affine system with two vertices according to equation (17) . 
The rotor speed is time varying and can be measured online. 

It varies within up to 1/3 of the synchronous speed s . 

Hence it can be represented as (1 ( ))g P ts      with 

0 .3P  and 1 1   . This leads to the affine system 

 
Ωx = (A x + δ A x) + Bv + Bu0 1

y = Cx

&
                                            (16) 

A A A1 0 min 1

A A A2 0 max 1





 

 
                                                   (17) 

The constant time-invariant matrices 0A  , 1A  are  

a 1 a a a s-( ) 0 -
T T L T Lr s m s m

a 1 a a as0 -( )
T T L L Tr s m m sA0 L 1m 0 - sT Ts s
L 1m0 sT Ts s









 
 

 
 

 
   
 
 
 
  
  

    

Lm

Lm





 
 
 
 
 
 
 
 
 

aω ps0 -ω p 0 -s s

aω psω p 0 0A ൌ s s1

0 0 0 0

0 0 0 0

                           (18)

where 
2

2
Lm

a
LsLr Lm




    

The rest of the state matrices that are not affected by the affine 
dependence on the parameters are given by (19) and (20) 

1
0 0 0

Lm r
1

0 0 0
Lm r

1 0 0 0 0

0 1 0 0 0





      
   
   
   
   
   
   
   

1-σ
0

σ L

1-σ
- 0B ൌ B ൌ1 2σ L

0

0              
(19) 

1 1

1 0 0 0 0 0 1 0
C D

0 1 0 0 0 0 0 1

   
    

                          (20) 

The states 𝑥, the outputs 𝑧, 𝑦, the exogenous input 𝑤 and the 
controller outputs 𝑢 are given as follows  

sd

sq

dsrdr

qsrqr r dr
ref

r qrr dr

refr qr

I

I

I

I

vI d
vI I vq d

x , z , w , y , u
I ve qd

eq




   
                             
         

            (21) 

The plant augmentation with the weighting functions are 
obtained following the steps in (Østergaard et al., 2009) and is 
represented as in fig 4. 

 

Fig. 4. Weighted system interconnection. 

3.  NUMERICAL METHOD 

3.1 Convex LMI Optimization 

Using the theory in (Apkarian and Adams, 2000; Apkarian et 
al., 1995, Gu et al., 2005, Willems, 1971) and with  

 
 
 

X I
൐0

I Y                                                                        (22) 

two steps are followed in the controller development.  

1) offline computation of the vertex controller matrices 
(A ,B ,C ,D )j kj kj kj kjK  which are obtained from solving the 

factorization problems of (23)  and  (24). 
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ˆˆ ˆ ˆ

ˆ ˆ ˆ ˆ

ˆ

ˆ

 
 
 
 
 
 
 
 
  

T T T T
XA ൅B C ൅ሺXA ൅B C ሻ ሺA ൅A ሻ XB ൅B D ሺC ሻ

j Kj 2j j Kj 2j Kj j 1j Kj 21j 1j

T T T
A ൅A A Y൅B C ൅ሺA Y൅B C ሻ B ሺC Y൅D C ሻ

Kj j j 2j Kj j 2j Kj 1j 1j 12j Kj

T T T
ሺXB ൅B D ሻ B -γI D

1j Kj 21j 1j 11j

C C Y൅D C D -γI
1j 1j 12j Kj 11j (23)  

T
I - XY ൌ NM                                                             (24) 

and then solving for  

ˆ ˆˆ-1 -T
A ൌ N ሺA - XA Y - B C Y - XB C ሻM

kj kj j kj 2j 2j Kj                                 (25) 
- 1 ˆB = N B

k j k j
                                                  (26) 

-TˆC = (C - D C Y)M
k k k 2

                                                   (27) 

2) online computation that requires the measurement of the 
parameter (t)  and computation of its convex de-composition 
as in (28)  

1 1 2 2 r rθሺtሻ ൌ α θ ൅ α θ ൅ ... ൅ α θ
                                       (28) 

where 
r

α ൌ 1j
jൌ 1

 and α ൐0j . 

Finally, with the results obtained by the above steps, the 
matrices of the controllers are computed as a convex 
combination of the vertex controllers given as: 


   
   
   

r A BA B kj kjK K
Kሺθሻ ൌ ሺθሻ ൌ αj

C 0 C 0jൌ1K kj                             (29) 

3.2 System Modifications 

The system is modified to track the maximum power locus but 
also to limit power to equal the demanded power in the event 
that most loads across the consumption line have been shut 
down. This is mostly done manually by plant operators in 
commercial schemes (Inthamoussou et al., 2016).  

 

Fig. 5. Electrical torque reference calculation.  

This part illustrates a proposed scheme for low voltage ride 
through (LVRT) in the grid by offering primary frequency 
support and, for protection of the speed of the VAWT which 
would otherwise have difficulties in returning to steady state 
operation under big frequency fluctuations. Figure 5 illustrates 
the control signal determination for automatic operation of a 
power plant. This application will be of help to both stand-
alone and grid-connected turbines.  

LVRT grid frequency support is embedded into the maximum 
power point tracking (MPPT) quadratic law (30). A PID 
regulator is used to track and compare the measured grid 
frequency with the reference grid frequency. When the 
difference between the measured and reference frequency 
signals is zero, the signal follows the conventional MPPT 
locus. A drop in the line frequency triggers a compensation 
that in turn leads to an increase in the electromagnetic torque. 
This forces the VAWT to transfer some of the kinetic energy 
stored in form of inertia to the generator and to the grid to 
compensate for the voltage dip. 

2 3 3
optg p_mx rT ൌ 0.5ρAC Ω R λ

                                                 (30) 

A switch is connected between the power demanded and the 
MPPT law. Whenever the power demanded is less than the 
MPPT provides, the switch is set to select the demanded power 
profile. Another switch is set to offer speed protection in the 
case that the rotor speed goes below a specified value.  

Speed protection can be according to (31) and (32) below 

mx mx

m m g
em r rmx ss s s

V̂3 L 3 L
T p F Id p Id

2 L 2 L
   

                       (31) 

emmx
rmax

s

T
Id ˆLmVg

1.5p
L s




                                                            (32) 

Thus whenever the demanded current Idr  is greater than mx
rId  

due to an extended voltage dip, the mechanism momentarily 
disconnects the conventional reference torque requirement and 
connects a zero torque reference to allow for speed recovery. 
For frequency support, Vg in (31) is expressed as (33) 

;g g sV 2πf F /p                                                                        (33) 

where fg  is the grid frequency and p  is the number of pole 

pairs. 

4. RESULTS AND DISCUSSION 

The subsequently obtained results are obtained by simulations 
using MATLAB & SIMULINK R2018a. The computer used is 
of 16GB RAM and a dual core processor. The vertical axis 
wind turbine (VAWT) is modelled as described above and 
connected to the DFIG using a two mass drive-train. The 
control employs the stator voltage oriented control (SVOC) 
which is more accurate compared to stator flux oriented control 
(SFOC) according to (Li et al., 2009). The rotor side control of 
the wound rotor induction machine is effected according to Fig 
2.  

The controller designed is evaluated using an integrated 
transient simulation system developed using the Sim Power 
systems toolbox of Simulink. The grid representation is with 
a three phase 50 Hz, 380 V line-line programmable voltage 
source applied to the stator directly. The three-phase rotor 

voltage is controlled via the  rdV  and rqV   voltages through 

the pulse width modulation and the rotor side converter 
which comprises of ideal switches. The controlled three-
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phase rotor voltage is obtained by dq-to-abc park 
transformation according to the stator voltage space vector 
position and rotor position obtained by a simplified PLL. The 

moment of inertia of the DFIG is 0.2 2kgm , the stator and 
rotor resistances are 0.72  and 0.75  respectively, mutual 
inductance, 0.0858  and the stator and rotor leakage 
inductances are 0.0916  and 0.918  respectively. The 
weighting functions used are WpൌሾWp1 0; 0 Wp2ሿ  and 

1 0; 0 2Wu Wu Wu    as in (34) 

0.0001

100
0.0001

2800
0 0

2 100  ,   
2800

0 0
2 10 010 0

 

   
       
   
    



 

sWp W

s

u
s

s

s

s

  
   

  
   

                          (34) 

The PI gains are suitably chosen as kp_id ൌ59.2500 , 
kp_iqൌ59.2500  , ki_idൌ7.8721e൅04 , ki_iqൌ7.8721e൅04

4.1 Tracking Response of the Self-Scheduled Controller 
Figure 6 shows the tracking response of the self-scheduled 
controller. In this set-up, the VAWT is disconnected and a 
constant torque is applied to the DFIG. This is because the

 dynamics of the VAWT are slower than the DFIG dynamics. 

To test for robustness of the controller to quick variations of 
the plant parameters, such a set-up is necessary.

 

Fig. 6. Tracking performance of the self-scheduled controller. 

The controller is tested for a torque variation of -12 to -34 
Nm. This gives a generator speed of between 110 rad/s to 210 
rad/s which represents about 30%  of the synchronous speed. 
The controller shows good response for the torque, power 
and the reference rotor currents in the dq frame. The 
controller is also stable throughout the range apart from 
guaranteeing good performance. 

4.2 Tracking Performance of the Self-Scheduled Controller 
with the VAWT at Start-up 

Since VAWTs are known to have poor self-starting 
performance, simulations were also included to study the self-
starting characteristics of the VAWT and how fast the 
controller adapts. Figure 7 shows the behavior of the system 
during start-up and the adaptation of the self-scheduled 

controller to the start-up conditions.  

4.3 Control at Rated Power by Torque Control 

Fig. 8 shows the application of the torque control for power 
limitation at above rated wind speeds. Normally, this is 
partially achieved by pitch control and the use of torque control 
is an effective complement to it. The wind speed rises up to 16 
m/s   causing the speed of the rotor to rise along. The 
maximum torque for the generator is rated at 31 Nm. When 
this value is reached, an increase in the speed of the wind 
should cause no further increase in active power production.  

The variables track the reference up to 12 s after which the 
controller can no longer force the torque to maintain at the 
rated values. This is a proof that torque control is not sufficient 
for power limitation above rated wind speeds. 
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Fig. 7. Performance of the DFIG connected to the VAWT with start-up characteristics.

 

Fig. 8. Torque control of the VAWT above rated wind speeds. 

4.4 Grid Frequency Support  

Figure 7 also demonstrates the performance of the self-
scheduled controller and behavior of the system for frequency 
support of the grid. At 15 s, a frequency drop of about 15 Hz is 
programmed to occur as seen in Fig.9. This causes the 
generator to demand more power to compensate for active 
power in the grid. The VAWT is slowed down as observed 
from the generator speed and the energy stored in the turbine 
inertia is momentarily used as back-up. The torque of the high-
speed shaft shoots up and this provides extra active power as 
can be seen in Fig. 7. The controller shows quick response 

hence demonstrating good performance. The wind is 
maintained at rated speeds of 12 m/s corresponding to near 
synchronous speed for the DFIG.  

 

Fig. 9. Grid frequency fluctuation. 
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4.5 Tracking Comparison with PI Control 

For similar conditions, of torque variation for the entire range 
of operation, as the self-scheduled controller in Fig. 7, the PI 
controller exhibits uncertain behavior as can be seen between 
10 seconds and 12 seconds. 

State changes in generator speeds also trigger big overshoots as 
observed at 18s in Fig. 10 for the d-q currents, power and 
electromagnetic torque.  

 

Fig. 10. Tracking performance of PI controller. 

4.6 Tracking Performance of the PI Controller with the 
VAWT at Start-up 

The PI controller shows poor tracking characteristics at start-
up of the VAWT as shown in Fig. 11. Tracking performance 
is effected at about 24 seconds whereas the self-scheduled

controller in Fig. 7 manages to effect tracking at about 12 s. 

The PI controller however, does not introduce oscillations and 
overshoots as the high-speed shaft torque crosses from 
positive to negative as in Fig. 7. 

 

 

Fig. 11. Response of the PI controller to start-up conditions of the VAWT. 
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The PI controller however, does not introduce oscillations and 
overshoots as the high-speed shaft torque crosses from positive 
to negative as in Fig. 7. 

5. CONCLUSION 

The work has proposed a novel self-scheduled LPV control 
for a small scale vertical axis wind turbine (VAWT) based 
power plant. The system is tested against different demanding 
and realistic environmental conditions. This is characteristic 
of urban and sub-urban areas. The self-scheduled proposed 
controller guarantees a better performance compared to the 
classical PI control throughout the operation range. Despite 
the sudden torque variations, it is revealed that the control 
strategy involves insignificant overshoots. The set-up has 
also been used to demonstrate the application for frequency 
support and power limitation above rated conditions. 
Although the proposed set-up is successful for frequency 
support, it is not sufficient to apply torque control alone for 
power limitation above rated wind speeds. As a result, a pitch 
control is highly recommended as a supplement strategy for 
power control above rated wind speeds. The comparison with 
conventional PI controller indicates that the self-scheduled 
LPV control results into a superior decoupled performance 
with smaller overshoots and a quicker settling time. The 
study findings are critical to designers of wind turbines 
coupled with DFIGs for wind energy generation.  
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