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Abstract: Hybridization of the Sliding Mode Control schemes and the Artificial Intelligence techniques is a relatively new way in the control research domain. This paper proposes a robust control scheme by the adoption of Non-singular Terminal Sliding Mode Control (NTSMC), Higher Order Sliding Mode (HOSM) and Neural Network (NN) structure for n-DOF robotic manipulator. The NTSMC is used with Time Delay Estimation (TDE) method where the equivalent control term is synthesized without requirement of the robot model. In order to overcome the chattering drawback of the NTSMC, the discontinuous term is replaced by an adaptive HOSM controller. The adaptive HOSM controller consists of the Super Twisting algorithm (STW) which is estimated adaptively using Radial Based Function Neural Network (RBFNN) structure. The used RBFNN is learned online without requirement of a prior knowledge of training data. The stability is proved using a candidate Lyapunov function and the controller parameters are adjusted adaptively. The superiority and the effectiveness of the proposed approach are tested with a Three Degree of Freedom (3-DOF) Robot Manipulator (RM) in trajectory tracking task and compared with STW.
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1. INTRODUCTION

During the last decades, Robotic Manipulators (RM) have been widely considered in both academic and industrial fields owing to some superior advantages such as higher accuracy and stiffness, speed trajectory tracking and so on (Van et al., 2013; Jin et al., 2013; Rezoug et al., 2013; Jin et al., 2009; Jin et al., 2011). However, these systems contain large structured and unstructured inherent uncertainties which may even cause instability. Due to such effects, performances and robustness of linear controllers used for these systems are very limited. To overcome the shortcomings of linear controllers, several nonlinear controllers have been proposed such as feedback linearization (Kuo et al., 1989), adaptive control (Pazelli et al., 2012), computed torque control (Lewis et al., 2004), model predictive control (Song et al., 1999), sliding mode control (Mondal et al., 2014; Kumar et al., 2014), and many others.

Sliding Mode Control (SMC) is well known as nonlinear and naturally robust method which is suitable for controlling systems in presence of measurement errors, parametric variations and external disturbances (Perruquetti, 2002). SMC can be subdivided into two main classes. The first class is the traditional SMC called First Order SMC (FSMC). The fact that FSMC generates the chattering phenomenon, a second class called Higher Order Sliding Mode control (HOSM) has been proposed (Levant, 1993). Some HOSMs have been applied to RM such as: Twisting in (Perruquetti, 2002), Super-Twisting (Lei et al., 2014) and Sub-Optimal (Capisania et al., 2009). However, these approaches are very sensitive to the noise effects and can only reduce the chattering. Terminal Sliding Mode Control (TSMC) is a particular case of HOSM which can be used also as a FSMC (Mondal et al., 2014; Rezoug et al., 2011). This technique has been studied for further improving the control performance, particularly, for achieving best finite time convergence. The Non-singular Terminal Sliding Mode Control (NTSMC) based on the RM model is given in (Fenga et al., 2002) this approach takes into account the robot parametric uncertainties. Since the exact models of the robotic systems and the aforementioned bounds of the controller parameters’ are not always obtainable in practice which makes this approach to be complicated to implement. In (Jin et al., 2009) the authors propose a NTSMC approach incorporated into a Time Delay Estimation (TDE) method for RM trajectory tracking task where the objective is to compensate the nonlinear terms and uncertainties in RM dynamics. However, the higher control part is replaced by saturation function that reduces the performances and the robustness.

On the other hand, Neural Networks (NN) schemes are among the approaches usually used in order to estimate and/or to control systems which contain uncertain dynamics (Tang et al., 2006, Lu et al., 2010; Kumar et al., 2014). Traditional back propagation NN is characterized by the
inconveniences of slow learning and local minimal convergence. The Radial Based Neural Network (RBFNN) is a particular type of feed-forward NN, which contains only a single hidden layer of neurons usually characterized by Gaussian Activation Functions (GAF) (rezoug et al., 2012). Since RBFNN can be used without requirement of a training data, we can consider it as the best candidate to solve the classical NN problems.

To the best of authors’ knowledge, the hybridizations of the FSMC, HOSM and artificial intelligence techniques are proposed and applied to RM only in (Manceur et al., 2012; Van et al., 2013). Manceur et al., (Manceur et al., 2012) proposed the hybridization of FSMC, STW and type-2 fuzzy logic system for controlling single-input single-output nonlinear system. The authors have successfully applied their approach under a real One Degree of Freedom (1-DOF) RM. However, the use of type-2 fuzzy logic requires a sophisticated and fast data processing system which is not always available. Recently, Van et al., have been proposed a Takagi-Sugeno (T-S) fuzzy second-order sliding mode observer-controller (Van et al., 2013). This approach preserves the advantages of the both techniques, such as the low online computational burden of the T-S fuzzy model, low chattering, fast response and finite time convergence of the second-order sliding mode. The stability and convergence of the proposed closed loop observer-based controller strategy is proven by a Lyapunov method. However, T-S fuzzy model reduces the mathematical description of the robotic system and, consequently, the performances and the robustness.

In this paper, we propose a new robust control approach for n-DOF RM. This controller consists of the combination of NTSMC, STW controller and RBFNNs which is named RBFNN-Super-Twisting Non Singular Terminal Sliding Mode Control (NNSTW). The NTSMC is used with TDE method where the equivalent control term is synthesized without requirement of the robot model. In order to overcome the chattering drawback caused by the NTSMC, the discontinuous term is replaced by STW. In order to remove the chattering effect, RBFNNs are used to estimate the two terms of the STW. Stability of the robot in close loop is guaranteed using Lyapunov theorem. The proposed control scheme allows us (1) To avoid the nonlinear modelling problems, (2) To guarantee the stability and the robustness of the robot (3) To eliminate the chattering effects and (4) To improve the speed convergence of the state space variables.

This paper is organized as follow: In Section 2, the RM model and the NTSMC based on the TDE method are presented. In Section 3, the proposed NNSTW for n-DOF RM is designed. In order to show the proposed control scheme superiority and effectiveness, the simulation experiments in trajectory tracking are performed in Section 4. Finally, in Section 5, the paper is surmised by a conclusion.

2. PRELIMINARY

The RM dynamic model and its control using NTSMC based on the TDE method presented in this section.

2.1. n-DOF robot manipulator model:

The standard form of an n-DOF RM dynamic model is given as:

$$M(q)d\dot{q} + C(q, \dot{q})d\dot{q} + G(q) + F(q, \dot{q}) + \tau_d = \tau$$

(1)

Where:

- $$M(q) \in \mathbb{R}^{n \times n}$$ is the inertial matrix which is symmetric positive non-singular and bounded by $$m_{\min} \|x\|^2 \leq x^T M x \leq m_{\max} \|x\|^2 \quad \forall x \in \mathbb{R}^n$$, with $$m_{\min}$$ and $$m_{\max}$$ are minimum and maximum eigenvalues of $$M(q)$$.
- $$C(q, \dot{q}) \in \mathbb{R}^{n \times n}$$ is the matrix of centrifugal and coriolis terms.
- $$G(q) \in \mathbb{R}^{n \times 1}$$ is the vector of gravitational force.
- $$F(q, \dot{q}) \in \mathbb{R}^{n \times 1}$$ is the vector of friction.
- $$q \in \mathbb{R}^{n \times 1}$$, $$\dot{q} \in \mathbb{R}^{n \times 1}$$ and $$\ddot{q} \in \mathbb{R}^{n \times 1}$$ are the position, the velocity and the acceleration vectors, respectively.
- $$\tau \in \mathbb{R}^{n \times 1}$$ is the torque input vector.
- $$\tau_d \in \mathbb{R}^{n \times 1}$$ is the vector of generalized input due to the disturbances (such as an added payload, etc.) , with $$\|\tau_d\| < \beta_d$$, and $$\beta_d$$ is a positive real value.

2.2. Non-Singular Terminal Sliding Mode Control based on the TDE

In the design of TSMC for a RM, the control objective is to drive the joint position $$q$$ to the desired position $$q_d$$ in finite time. As in conventional SMC, the TSMC requires to define the sliding variable. Then, conventional Terminal Sliding Variable (TSV) ($$S$$) is given as:

$$S = \dot{e} + \Lambda e^\gamma$$

(2)

Where: $$e = q - q_d$$ and $$\dot{e} = \dot{q} - \dot{q}_d$$ with $$q_d$$ and $$\dot{q}_d$$ are the desired trajectory vectors and theirs time derivatives, respectively.

$$p = q / \rho$$ , with $$p$$ and $$\rho$$ are constants odd integers with $$p > q$$ . Then, $$p$$ is a real positive constant.

$$\Lambda = \text{diag}(\lambda_n) > 0$$ is a diagonal matrix with $$\lambda_n$$ are real positive values and ($$i=1\ldots n$$).

The use of the TSV (equation 2) will generate the so-called singularity problem. This problem resides in the division by zero which appeared in the general form of the TSMC. In order to overcome this drawback, we have adopted the NTSMC which was firstly proposed in (Fenga et al., 2002). In NTSMC, the TSV is modified as follows:

$$S = e + \Lambda^{-1}\dot{e}^\gamma$$

(3)

Where: $$1 < \gamma = p^{-1} = \frac{p}{q} < 2$$ (Fenga et al., 2002).
Let us consider now the diagonal matrix $\mathbf{N} = \text{diag}(m_i)$ with $m_i$ are positive real constants. Substituting $\mathbf{N}$ in (1), the $n$-DOF RM dynamics can be rewritten as (Jin et al. 2009, Youcef-Toumi et al., 1989):

$$\mathbf{N}\ddot{q} + N(q, \dot{q}, \ddot{q}) = \tau$$

(4)

Where:

$$N(q, \dot{q}, \ddot{q}) = \left[ M(q) - \mathbf{N} \right] \ddot{q} + C(q, \dot{q}) \dot{q} + G(q) + F(q, \dot{q}) + \tau_d$$

At the instant $t=L$, $N(q, \dot{q}, \ddot{q})_{t=L}$ can be obtained from (4) as:

$$N(q, \dot{q}, \ddot{q})_{t=L} = \tau_{t=L} - \mathbf{N}\dot{q}_{t=L}$$

(5)

Where: $L$ is chosen usually as the sampling time.

By using the principle of the TDE $\dot{N}(q, \dot{q}, \ddot{q})_{t=L}$ is given as:

$$N(q, \dot{q}, \ddot{q})_{t=L} = \hat{N}(q, \dot{q}, \ddot{q})$$

(6)

Where: $\hat{N}(q, \dot{q}, \ddot{q})$ is the estimation of $N(q, \dot{q}, \ddot{q})$ at $t=L$. This assumption is available only if $L$ is sufficiently fast.

The extraction of $\ddot{q}$ from the time derivative of TSV (equation) made equal to zero ($\dot{S} = 0$ ) and its substituting in equation (4) yields:

$$\tau = \mathbf{M}[\ddot{q}_d + \gamma^{-1}\Lambda\dot{e}^{2-\gamma}] + \hat{N}(q, \dot{q}, \ddot{q})$$

(7)

According to equation (6) we can rewrite equation (7) as:

$$\tau = \mathbf{M}[\ddot{q}_d + \gamma^{-1}\Lambda\dot{e}^{2-\gamma}] + N(q, \dot{q}, \ddot{q})_{t=L}$$

(8)

By replacing equation (5) in (8), we can write the NTSMC based on the TDE as:

$$\tau = \tau_{t=L} + \mathbf{M}[\ddot{q}_d - \ddot{q}_{t=L} + \gamma^{-1}\Lambda\dot{e}^{2-\gamma} + U]$$

(9)

With:

$$U = -K_{us} \text{Sign}(S)$$

(10)

Where: $U$ is the discontinuous control part.

3. PROPOSED CONTROLLER

This section is composed of two subsections. In the Subsection 3.1 Non-singular Terminal Super Twisting controller for $n$-DOF RM is proposed where the Super Twisting is used as a solution to reduce the chattering drawback. While in the Subsection 3.2 the estimation of the super twisting controller parts using the RBFNN is proposed. Stability analysis and the new controller parameters adjustment are also detailed in this subsection.

3.1. Non-singular Terminal Super Twisting Control

In order to overcome NTSMC drawback (the chattering caused by $-K_{us}\text{Sign}(S)$ (equation 10)), we have opted to use the HOSM controller. Among the HOSM controller most used is the STW. This last is developed and analysed for controlling only systems having relative degree equal to one with respect to the input. The STW law consists of adding two terms (Shiessel et al., 2014, Levant, 2003), which has the nonlinear PI profile (equation 11). The advantage of the STW consists of its dependence only of the sliding variable compared with twisting and sub-optimal algorithms which are dependent on the sliding variable derivatives. The STW algorithm for $n$-DOF RM can be written as:

$$U = -\beta\sqrt{S} \text{sign}(S) - \alpha_s \text{sign}(S)dt$$

(11)

Where: $\beta = \text{diag}(\beta_i) \in R^{n \times n}$ and $\alpha = \text{diag}(\alpha_i) \in R^{n \times n}$ are positive diagonal matrices, $t_c$ is the convergence time such as the controlled system converged in the neighborhood of $\nu$, with $\nu$ is defined as (Manceur et al., 2012):

$$|S| \leq \nu$$

(12)

With:

$$t_c = \left\{ \begin{array}{ll} t & \text{if } |S| > \nu \\ t_0 & \text{if } |S| \leq \nu \end{array} \right.$$  

(13)

As $t_c$ is unknown previously, we set $t=0$ then $t_c = t$ until $|S| = \nu$. Then, $t_c$ takes the value of $t$ corresponding to the instant when $|S| = \nu$.

Then, at $t=t_c$ equation (11) is substituted by:

$$U = -\beta\sqrt{S} \text{sign}(S) - \alpha_s \cdot t_c \cdot \text{sign}(S)$$

(14)

The optimal control law ($U^*$) of (14) is given as:

$$U^* = -\beta^s\sqrt{S} \text{sign}(S) - \alpha^s \cdot t_c \cdot \text{sign}(S)$$

(15)

Where: $\beta^s = \text{diag}(\beta^s_i) \in R^{n \times n}$ and $\alpha^s = \text{diag}(\alpha^s_i) \in R^{n \times n}$ are diagonal matrices with positive optimal values.

The positive control of (15) can be written as:

$$|U^*| = \beta^s\sqrt{S} + \alpha^s \cdot t_c$$

(16)

Replacing equation (11) in the control law (9), we obtain a new control called nonsingular terminal STW controller as:

$$\tau = \tau_{t=L} + \mathbf{M}[\ddot{q}_d - \ddot{q}_{t=L} + \gamma^{-1}\Lambda\dot{e}^{2-\gamma} - \beta\sqrt{S} \text{sign}(S) - \alpha_s \text{sign}(S)dt]$$

(17)

The control law in equation (17) contains an integral discontinuous function which gives only chattering attenuation (Tang et al., 2006). In addition, STW is very sensitive to the noise effects. In order to improve the performance of the control and to eliminate the chattering drawback, we will replace the two terms of the STW controller by two RBFNNs for each joint. This proposition will be detailed in the Section 3.2.
3.2. Adaptive RBFNN Nonsingular Terminal Sliding HOMS Control

This section is composed of three subsections: First, the estimation of the STW parts using RBFNNs is given in a general form. Second, the used RBFNNs architectures are detailed. Third, stability analysis with RBFNNs parametric adjustment is presented.

A. Estimation of the STW Controller Using RBFNN

In the proposed approach two RBFNNs are used to estimate the discontinuous and the integral term of the STW control respectively, in this case, equation (11) is substituted by:

\[
\bar{U} = -U = \left[ |S|^2 W_i^t h_i^1(S) \text{Sign}(S_i) + W_i^t h_i^2(S) \right] \int_0^t \text{Sign}(S_i) d\tau
\]

By replacing \( U \) in equation (9) by (\( \bar{U} \)), we obtain the following control law:

\[
\tau = \tau_{i-1} + M \left[ q - q_{i-1} + \gamma^{-1} \cdot \dot{q} \cdot \dot{q} - \bar{U} \right]
\]

The proposed control (19) is called Radial Based Function Neural Network Nonsingular Terminal Sliding Super Twisting Controller (NNSTW). In the next section the architecture of the used RBFNNs will be detailed.

B. The RBFNNs Architecture

The RBFNN can generate a map between the input and the output with relatively large desired accuracy. This type of NN structure can estimate effectively large nonlinear dynamics (Lei et al., 2014). However, RBFNN can give a best estimation only with enough sampling data and time. In our case, in order to simplify the controller estimation, we have adopted the decentralized RBFNN architecture. Therefore, for each joint; we have used two RBFNN to estimate the two parts of the STW. It is very important to note that it is possible to use a Multi-Input and Multi-Output (MIMO) RBFNN for controlling a RM as reported in (Kumar et al., 2014; Lu et al., 2010). However, the use of this structure has some disadvantages. First, the complexity and the misunderstanding of the MIMO RBFNN dynamics increase more and more with the increase of the joints number to be controlled. Second, the computing time will be very important with the increase of the joints number. The adjustment of the RBFNN MIMO parameters is delicate because it is required to find the best combination for several joints at the same time, etc.

The used RBFNN is composed of three layers as shown in the Figure 1. In order to take into account the coupling, the input layer contains the TSV of joint i and the TSV of joint i+1. The middle layer is called hidden layer which is composed of m neurons where each neuron is characterized by Gaussian Activation Functions (GAF). The output layer gives the estimation of the STW parts.

Each neuron of the hidden layer is characterized by GAF which is given by:

\[
h_{ji}^1 = e^{\frac{-|X_{ji} - c_{ji}|}{2\sigma_{ji}}} \quad \text{and} \quad h_{ri}^2 = e^{\frac{-|X_{ri} - c_{ri}|}{2\sigma_{ri}}} \]

Where: \( c_{ji} \) and \( c_{ri} \) are the centers of the GAFs, \( j = 1 \ldots J \) and \( r = 1 \ldots R \), \( J \) and \( R \) are the RBFNNs sizes. \( \sigma_{ji} \) and \( \sigma_{ri} \) are the variances of the GAF, \( i \) is the number of joint.

![Fig. 1. Structure of the used RBFNNs for the estimation of the STW part with \( i = \{1,2\}, i \) is the number of joints, for the second control part \( j \) should be replaced by \( r \).](image)

The RBFNN output of joint i is computed by two terms as:

\[
\begin{align*}
\bar{u}_{1i}^{RBF} & = \sum_{i} w_{ji}^1 \cdot h_{ji}^1 = W_{i}^1 h_{ji}^1 \\
\bar{u}_{2i}^{RBF} & = \sum_{i} w_{ri}^2 \cdot h_{ri}^2 = W_{i}^2 h_{ri}^2
\end{align*}
\]

Where: \( \bar{u}_{1i}^{RBF} \) and \( \bar{u}_{2i}^{RBF} \) are the estimated parts of the two terms of the STW for joint i. \( W_{i}^1 \) and \( W_{i}^2 \) are weights associated with the output for joint i. \( h_{ji}^1 \) and \( h_{ri}^2 \) are Gaussian functions. \( W_{i}^1 \) and \( W_{i}^2 \) are the weight vectors. The output of the neuron for given data is a radial function of the distance between the neuron center \( C_{ji} \) and \( C_{ri} \) and the sliding variables S for joint i and i+1 (Rezoug et al., 2012) while:
C. Stability Analysis and Parameters Adjustment of the NNSTW Controller

For the n-DOF RM controlled by the control law (19), we have chosen a candidate Lyapunov function as:

\[ V = \frac{1}{2} S^T S + \sum_{i=1}^{n} \frac{1}{2 \delta_i^1} \tilde{W}_i^T \tilde{W}_i + \sum_{i=1}^{n} \frac{1}{2 \delta_i^2} \tilde{W}_i^{1T} \tilde{W}_i^2 \]  

(23)

Where: \( \delta_i^1 \) and \( \delta_i^2 \) are positive real values for each joint \( i \).

\( \tilde{W}_i^1 = W_i^1 - W_i^1^{**} \) and \( \tilde{W}_i^2 = W_i^2 - W_i^2^{**} \), with \( W_i^1 \) and \( W_i^2 \) are the optimal weight vectors for each joint \( i \).

The time derivative of equation (23) yields:

\[ \dot{V} = S^T \dot{S} + \sum_{i=1}^{n} \frac{1}{2 \delta_i^1} \tilde{W}_i^1 \dot{\tilde{W}}_i + \sum_{i=1}^{n} \frac{1}{2 \delta_i^2} \tilde{W}_i^{1T} \dot{\tilde{W}}_i^2 \]  

(24)

The time derivative of the TSV (equation 3) is given by the following equation:

\[ \dot{S} = \dot{c} + \gamma A^c \text{diag}(e^{c^T}) \dot{c} \]  

(25)

Substituting equation (11) in (25) we obtain:

\[ \dot{S} = \left( \dot{c} + \gamma A^c \text{diag}(e^{c^T}) \right) \dot{c} \]

\[ \times \left[ -\gamma A^c e^{c^T} \left( -\beta |S|^2 \text{sign}(S) - \alpha \int_0^t \text{sign}(S(\tau)) d\tau + \epsilon \right) \right] \]

\[ = \gamma A^c e^{c^T} \left( -\beta |S|^2 \text{sign}(S) - \alpha \int_0^t \text{sign}(S(\tau)) d\tau + \epsilon \right) \]  

(26)

Where: \( \epsilon = \sum_{i=1}^{n} \delta_i \)  

Replacing STW controller (equation 11) by the RBFNN given in equation (18), \( \dot{S} \) becomes:

\[ \dot{S} = \gamma A^c e^{c^T} (-\dot{U}^* + \epsilon) \]

\[ = \gamma A^c e^{c^T} \left( -\frac{\alpha}{\gamma} \int_0^t \text{sign}(S(\tau)) d\tau + \epsilon \right) \]  

(27)

Let us denote:

\[ \dot{U}^* = \begin{bmatrix} \int S_i^T W_i^{1T} h_i(S) \text{Sign}(S_i) + W_i^{1T} h_i(S) \frac{1}{\beta} \text{Sign}(S_i) d\tau \\ \vdots \\ \int S_n^T W_n^{1T} h_n(S) \text{Sign}(S_n) + W_n^{1T} h_n(S) \frac{1}{\beta} \text{Sign}(S_n) d\tau \end{bmatrix} \]

\[ = \gamma \int_0^t \text{sign}(S(\tau)) d\tau \]  

(28)

Equation (28) is the optimal case of the equation (18). If we add and subtract \( \dot{U}^* \) from the equation (27), it turns in \( \dot{S} \):

\[ \dot{S} = \gamma A^c e^{c^T} \left( -\dot{U}^* + \epsilon \right) \]

(29)

Substituting equation (29) in (24) the time derivative of the Lyapunov function becomes:

\[ \dot{V} = S^T \gamma A^c e^{c^T} \left( -\dot{U}^* + \epsilon \right) \]

(30)

We take:

\[ W_i^1 = \gamma^2 \dot{c}_i^{-1} e^{c^T} S_i \| h_i(S) \| \]

(31)

Using equation (31) the time derivative of the Lyapunov candidate function becomes:

\[ \dot{V} = S^T \gamma A^c e^{c^T} \left( -\dot{U}^* + \epsilon \right) \]

(32)
At t=tc and from (11) we can written (28) as:

\[ \ddot{U}^* = \begin{bmatrix} \|S\|^2 \ddot{w}_1 h_1^*(S) + \ddot{w}_2 h_2^*(S) \end{bmatrix} \times \text{diag}(\text{Sign}(S)) \]  (33)

Where:

\[ \alpha_i = \dot{w}_i h_i^*(S) \]
\[ \beta_i = \ddot{w}_i h_i^*(S) \]  (34)

From (33) we can write equation (32) as:

\[ \ddot{V} \leq \sum_{i=1}^3 \lambda_i \dot{\xi}_i^2 - \left( \|S\|^2 \ddot{w}_1 h_1^*(S) + \ddot{w}_2 h_2^*(S) \right) \text{Sign}(S) + e_i \]  (35)

Using equation (35) \( \ddot{V} \) becomes:

\[ \ddot{V} = \sum_{i=1}^3 \lambda_i \dot{\xi}_i^2 - \left( \beta_i \|S\|^2 + \alpha_i \xi_i^2 \right) |S| + e_i S \]  (36)

Because \( \gamma = \rho / g > 0 \), then, \( \dot{\xi}_i > 0 \) and \( \lambda_i > 0 \), we can guarantee \( \ddot{V} \) negative if \( \beta_i \|S\|^2 + \alpha_i \xi_i^2 \geq e_i \), then, the stability of the controlled system is confirmed.

Fig. 2. NNSTW Control scheme.

The control system structure is composed of nominal control term and two STW estimated using RBFNNs as shown in Figure 2.

4. APPLICATION

In order to evaluate the proposed control approach, simulation experiments have been realized using 3-Degrees of Freedom (3-DOF) RM depicted in figure 3. The 3-DOF robot dynamic model is given by equation (37). The robot parameters based on (Gokhan et al., 2006) are given as:

\[ m_1 = 1 \text{ kg}, \ m_2 = 0.9 \text{ kg}, \ m_3 = 0.7 \text{ kg}, \ l_1 = 1 \text{ m}, \ l_2 = 0.8 \text{ m}, \ l_3 = 0.6 \text{ m} \]
\[ g = 9.8 \text{ m/sec}^2 \]

During our experiments the trajectory tracking mode was adopted. Hence, all joints start from initial position equal to zeros \( (q_{d1}(0), q_{d2}(0), q_{d3}(0)) = (0, 0, 0) \) and the objective is to arrive to \( (q_{d1}(10), q_{d2}(10), q_{d3}(10)) = (\pi/4, \pi/4, \pi/4) \) through equation (38).

Simulations have been coded using MATLAB environment under the ODE45 solver. All joints are simulated for a time of 10 second with sampling time equal to 10ms. This sampling time is sufficient to compute in real time the proposed controller.

Where:

\[ M_{11} = \frac{1}{3} (m_1 + m_2 + m_3) \]
\[ M_{12} = M_{21} = \frac{1}{3} (m_1 + m_2 + m_3) \]
\[ M_{13} = M_{31} = M_{23} = 0 \]
\[ M_{22} = \frac{1}{3} (m_2 + m_3) \]
\[ M_{33} = m_3 \]
\[ C_{11} = -q_1 \left( m_2 + m_3 \right) \]
\[ C_{12} = -q_1 \left( m_2 + m_3 \right) \]
\[ C_{22} = -q_2 \left( m_2 + m_3 \right) \]
\[ C_{33} = C_{23} = C_{32} = C_{31} = 0 \]
\[ F(q) = \begin{bmatrix} 0.2 \text{Sign}(S_1) \\ 0.2 \text{Sign}(S_2) \\ 0.2 \text{Sign}(S_3) \end{bmatrix} \]

The common parameters of the two controllers (STW and NNSTW) for all joints are: \( M = \text{diag}(0.2, 0.2, 0.2, 0.4) \), \( q^* = 5 \), \( p = 7 \) and \( \Lambda = \text{diag}(0.7, 0.7, 0.7, 0.2) \).

In the case of the STW we have the following parameters:

\[ \alpha = \text{diag}(80, 90, 26, 4) \]
\[ \beta = \text{diag}(4, 1, 0, 0.1) \]

In the case of the NNSTW controllers the used RBFNNs sizes are: RBFNN1 for joint 1 has 26 nodes, RBFNN 2 for joint 1 has 28 nodes, RBFNN 1 for joint 2 has 28 nodes and RBFNN 2 for joint 2 has 25 nodes. RBFNN 1 for joint 3 has 20 nodes and RBFNN 2 for joint 3 has 20 nodes. The central positions of the Gaussian functions \( c_i \) are selected from \([-1,1]\) for all RBFNNs, and the spread factors are chosen to be \( \sigma_i = 0.2 \).
and $\sigma_i^2 = 0.2$ with i is the number of joints. $\delta_i^1 = 20, \delta_i^2 = 14$ $\delta_i^3 = 20, \delta_i^4 = 14$ and $\delta_i^5 = 15, \delta_i^6 = 15$. In order to avoid the zero division if $\dot{\theta}_i(t) = 0$, the NNSTW controller (equation 19) is replaced by the super-twisting terminal sliding mode given by equation (17). The stability analysis and the RBFNNs parameters adjustment are detailed in the APPENDIX A. Figures 4 and 5 present the simulation results of the application of the control laws (19) and (14). For every simulation, we present the angular position and the control signals. The NNSTW is presented by red lines and at the same time STW is presented by the blue lines. References are given by black lines.

\[
\begin{align*}
q_{d1} &= \frac{\pi}{2000} t^2 - \frac{\pi}{400} t^2 \\
q_{d2} &= \frac{\pi}{2000} t^2 - \frac{\pi}{400} t^2 \\
q_{d3} &= \frac{\pi}{2000} t^2 - \frac{\pi}{400} t^2 \\
q_{d4} &= 0 \\
q_{d5} &= 0 \\
q_{d6} &= 0
\end{align*}
\]

(38)

Fig. 3. 3-DOF robotic manipulator.

Fig. 4. Application of NNSTW and STW to all joints in trajectory tracking mode (a) joint 1 (b) joint 2 (c) joint 3.

Fig. 5. Signals of the application of NNSTW and STW to all joints in trajectory tracking mode (a) joint 1, (b) joint 2 and (c) joint 3.
For all joints (figure 4 and 5) NNSTW presents better results compared with STW. This can be seen in the position responses for all joints, where, the maximal tracking errors in the case of STW are \((e_1, e_2, e_3) = (1.31, 0.98, -0.6)\) degrees for joints 1, 2 and 3 respectively. In the case of NNSTW the maximal tracking errors are equal to \((0.17, 0.23, -0.23)\) degrees for joints 1, 2 and 3 respectively. The control signals present a chattering in the beginning of the joints moves. In the case of the STW controller this behavior can be justified by two reasons; first; the joints coupling and; second, the friction forces. This justification can be confirmed in the control signal of joint 1 where between \(t=8.9\)s and \(10\) s is deviated. In the case of NNSTW, we have smooth control signals which are explained by the effect of the RBFNN; then, the chattering is moved in all trajectory tracking.

1. Robustness test:
The objective of this experience is to examine the robustness of the controllers by applying a permanent perturbation such as a mass load. We maintain the same desirable angles given by equation (38) and the experimental parameters are also the same. The used mass is equal to 0.2 kg. As in the above results (without mass load) Figures 6 and 7 present the results in trajectory tracking mode and the applied control signals for both approaches (STW and NNSTW).

Fig. 6. Robustness tests of the incorporated mass load for the application of NNSTW and STW to all joints in trajectory tracking mode (a) joint 1, (b) joint 2 and (c) joint 3.

Fig. 7. Control signals of the application of NNSTW and STW to all joints in trajectory tracking mode in presence of mass load (a) joint 1, (b) joint 2 and (c) joint 3.
The used mass load presents 28.47% of the mass of the joint 3. We can conclude from the angular response of joint 3 that the control based on the STW is not robust compared with the mass load uncertainty. The proposed NNSTW has presented good robustness and can overwhelm this uncertainty.

2. Quantitative performances comparison

A quantitative comparison is done here in order to analyze what is the better controller. We choose two criterions: the integral of absolute error (IAE) for evaluating the precision and the integral of absolute control (IAτ) to evaluate the consumed energy. These criterions are given by equations (39) and (40) and Figures 9 and 10 present the obtained results using these criterions.

\[
\text{IAE} = \int_{t_0}^{t_f} |e(t)| dt
\]

\[
\text{IAτ} = \int_{t_0}^{t_f} |τ(t)| dt
\]

Figures 9 and 10 present the obtained results using these criterions.

All errors and consumed energy are reduced in the case of NNSTW compare with STW. We can conclude from the results shown in figure 9 and 10 that the NNSTW gives better results compared with the STW in presence of mass load uncertainty.

5. CONCLUSION

In this work, a new robust approach called Radial Based Function Neural Network Nonsingular Terminal Sliding Super Twisting Controller (NNSTW) is proposed for controlling n-DOF RM. The NTSMC with time delay estimation method is used to design the equivalent control without requirement of model knowledge. RBFNNs based on STW algorithm is proposed to remove the chattering phenomenon and to improve the control performance. The feasibility and the effectiveness of the proposed approach have been proven through simulation experiments. The proposed NNSTW presents better performance compared with the STW. Indeed, the control can be achieved without the robot model knowledge with improved performances and robustness.
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Developing equation (42) as in equation (23), we have:

\[ V = \frac{1}{2} S^T S \]

\[ + \frac{1}{2\delta_1} \tilde{W}_1^T \tilde{W}_1 + \frac{1}{2\delta_2} \tilde{W}_2^T \tilde{W}_2 + \frac{1}{2\delta_3} \tilde{W}_3^T \tilde{W}_3 \]

The time derivative of the Lyapunov function (36) is given as:

\[ \dot{V} = S^T \dot{S} \]

\[ + \frac{1}{\delta_1} \tilde{W}_1^T \dot{W}_1 + \frac{1}{\delta_2} \tilde{W}_2^T \dot{W}_2 + \frac{1}{\delta_3} \tilde{W}_3^T \dot{W}_3 \]

Substituting the last equation of (44) in (42) yields:

\[ \dot{V} = S^T \left[ \gamma A^{-1} \dot{e}^T \right] \]

\[ + S^T \left[ \gamma A^{-1} e - \delta \right] \text{sign}(S) - \delta \left[ \gamma \text{sign}(S) \right] \text{sign}(S) \]