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Abstract: In recent years, networked control systems have been the research focus for its convenience, 
however, the problems of sampling and congestion caused by the networked transmission bring a great 
challenge to control design. To save networked bandwidth resources and reduce energy consumption via 
cutting down the number of transmissions, both of event-triggered and self-triggered output feedback 
controllers are designed and implemented with the application of piecewise continuous hybrid systems 
(PCHS). Also, their corresponding stabilities were demonstrated by using the Lyapunov stability theory. 
To validate the proposed methods, a cart system was applied to demonstrate the effectiveness of the 
proposed method. 
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1. INTRODUCTION 

With the rapid development and wide application of 
networked technology, some new problems of signal 
transmission through network have brought new challenges 
to traditional networked control systems.  

The control signal of traditional networked control systems is 
periodically updated (Heemels et al., 2011). But the periodic 
sampling is sometimes inappropriate since it usually wastes 
computation resources and increases the network load. In 
order to overcome the shortcomings of periodic sampling 
control method, in the late 90's, a new control method, 
namely  event-triggered control was proposed (Årzén, 1999; 
Åström and Bernhardsson, 1999). But so far, both in the 
academic and industrial fields, very little research and 
applications of event-triggered mechanism have been done 
because related system theory and method haven’t formed. A 
new class of event-triggered controller for Cyber-Physical 
Systems which guarantees better quadratic performance than 
traditional periodic time-triggered control has been proposed 
(Antunes and Heemels, 2014). A neural network (NN) 
approximation-based event-triggered control of multiple-
input and multiple output (MIMO) nonlinear discrete-time 
systems also has been put forward (Sahoo et al., 2014). These 
two papers consider the time delays in event-triggered control 
systems (Wang et al., 2014; Wu et al., 2014). But in this 
paper, we stress on the problem of sampling and congestion 
regardless of the problem of time delays. And event-triggered 
schemes have been also designed for multi-agent systems 
which have extensive applications in the field of unmanned 
vehicle, formation control, sensor networks and many other 
areas.(Guang-Hui et al., 2014; Hao et al., 2014; Lulu et al., 
2014; Nowzari and Cortes, 2014; Qian-Qian et al., 2014; Shi 
and Yuan, 2014; Wang et al., 2014b). 

In addition, event-triggered mechanism usually requires an 
unreasonable hardware device. Therefore, an implementation 
method of software, namely self-triggered mechanism attracts 
the attention of many scholars. A new self-triggered 
coordination algorithm for multi-agent systems has been 
proposed (Fan et al., 2014). A quadratic programming (QP) 
problem is solved to compute the control input and sampling 
period for self-triggered control (Kobayashi and Hiraishi, 
2014). And these papers proposed self-triggered schemes 
when considering the disturbances in control systems 
(Almeida et al., 2010, 2012; Brunner et al., 2014; Wang and 
Lemmon, 2009, 2010). Besides, the self-triggered and event-
triggered control scheme have been introduced and compared 
together in (Heemels et al., 2012; Mazo and  Tabuada, 2008; 
Mingyuan and Xia, 2013; Postoyan et al., 2011). 

However, very little attention has been paid to design of 
event-triggered control based on PCHS. So, in this paper, an 
event-triggered controller with PCHS (Wang et al., 2014b; 
Wang et al., 2014c) based variable-period event generator 
would be designed. In addition, most of the prior works of 
the event-triggered and self-triggered control make 
contributions to the study of state-feedback controllers 
instead of the output-feedback one. So, based on it, the idea 
that a control task is executed when the difference between 
current output and latest sampled output of plant goes beyond 
a limit restricted by current output is considered. Under this 
event-triggered strategy, a condition is established by a 
feasibility problem of an LMI to ensure the asymptotic 
stability of the closed-loop control system, and the event 
condition to obtain longer task periods can be designed by 
solving this LMI. Moreover, as a development of event-
triggered control, a self-triggered scheme is provided to 
overcome the shortcomings of event-triggered scheme in 
which the next control task release time is predicted based on 
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the current sampled output. Also, an LMI which is obtained 
by the similar method in stability analysis of event-triggered 
control system can be solved to get a parameter setting in the 
predicted control task release period. Finally, simulations are 
shown to illustrate the efficiency of the results. 

2. PIECEWISE CONTINUOUS HYBRID SYSTEMS 

2.1 PCHS Definition 

A PCHS which is piecewise continuous, finite-dimensional, 
strictly causal linear time-invariant system is denoted as 

( , , , , )p S c dA B B C  with 

_____

1{ | , 0, , 0}k t k kS t t t k K t t     : switching instants, 

, , ,n n n r n s m nR R R R      c dA B B C : real, time- 

invariant matrices, can be described as follows 

( ) ( ) ( ), \t t t t R S   cx Ax B u                              (1a)           

( ) ( ),t t t S  dx B v                                                      (1b) 

( ) ( ),t t t R  y Cx                                                      (1c) 

where ( ) nt x is the state vector, ( ) rt Uu  is the 

bounded input vector, ( ) s
kt Vv is the bounded discrete 

control vector, ( ) mt Yy  is the output vector, n is n-

dimensional state space, rU is r-dimensional input space, 
sV is s-dimensional condition space, and mY is m-

dimensional output space. Equation (1a) describes the 
continuous evolution of system over the time intervals 

_____

1( , ), 0,k k tt t k K  . Equation (1b) gives the right limit 

value of ( )tx at switching instans S . Equation (1c) is the 

output equation. The architecture of the PCHS is shown in 
Fig.1.  
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Fig. 1. Structure of PCHS controller. 

2.2 Realization of PCHS based Variable-period Sampler 

In this case, to realize a variable period sampler, the matrix in 
(1a-1c) can be designed as follows: 

( )s m n    d
nA 0 B C I， , with nI is an n-

dimensional unit matrix, and ( )t u 0 . So, one obtains 
_____

1( ) ( ), [ , ), 0,k k k tt t t t t k K   y v  

and the variable sampling period can be denoted as 

kkk ttT  1 which is obtained by two successive sampling 

instants in S . 

Note that switching instants S here can be generated by an 
external trigger signal in the form of rising edge. Therefore, 
an event-triggered signal generating circuit and a self-
triggered signal generating circuit would be designed. And it 
will be introduced in chapter 3.3 and chapter 4.3. 

3. EVENT-TRIGGERED OUTPUT-FEEDBACK 
CONTROLLER DESIGN 

 3.1 Event-triggered Output Feedback Controller  

Considering the linear time invariant system (1a)-(1c) with 
the following conditions 

0

, , , , { | 0},

( ) .

S t t

t

     


c d
x x x nA A B B C C B I

v x
 

One obtains 

( ) ( ) ( ), 0t t t t  x xx A x B u                                       (2a) 

0( ) , 0t t x x                                                                  (2b) 

( ) ( ), 0t t t  xy C x                                                      (2c) 

The output feedback based controller is 

( ) ( )t tu = Ky  

For reducing number of transmissions, an event-triggered 
scheme is proposed in which the data of controller is updated 

only at instants kt , that is to say 

1( ) ( [ , )k k kt t t t t   u Ky ）,  

For convenience of analysis, an output error between current 
output and latest sampling output is defined as 

1( ) ( ) ( ), [ ,k k kt t t t t t   ye y y ） 

For deciding the triggered instants, the event condition is 
designed as 

2 2|| ( ) || || ( ) ||t tye y  

where 0 is an appropriate constant. In the process of 
system operation, once the inequality is not satisfied, i.e. 

( )tye  exceeds the limit, a transmission will be triggered, 

which means at the triggering instant kt , the data of output 

feedback controller is updated, and 

 2 2
1 min ,|| ( ) || || ( ) ||k kt

t t t t t t   ye y  



80                                                                                                                    CONTROL ENGINEERING AND APPLIED INFORMATICS 

i.e. 2 2
1|| ( ) || || ( ) || [ , )k kt t t t t  ye y ，  

3.2 Calculation of   

It’s necessary to find a suitable value   which makes the 
output feedback control system asymptotically stable.   

According to ( ) ( ) ( )kt t t ye y y 1[ ,k kt t t  ）, one gets 

( ) ( ) ( )t t  y x x xe y C A x B u   

( ( ))kt x x XC A x B Ky  

1( )T T T T    x x x x x x xy C x C y C C x x C C C y  

1( ) ( ) ( )T Tt   y x x x x x x x ye C A C C C y C B K y e  

1( ( ) )T T   x x y x x x x x x xC B Ke C A C C C C B K y

      y y yA e B y  

Hence, the output error system can be written in the PCHS 
form as 

( ) ( ) ( ), , 0kt t t t t t   y y y y ye A e B u                    (3a) 

( ) , kt t t ye 0                                                                  (3b) 

( ) ( )t tyu y                                                                       (3c) 

with  y x xA C B K  and 

1)T T y x x x x x x xB C A (C C C C B K . 

Theorem1:  For the output feedback control system 

( ) ( ) ( ), 0t t t t  x xx A x B u                                      (4a) 

0( ) , 0t t x x                                                                  (4b) 

( ) ( ), 0t t t  xy C x                                                     (4c) 

1( ) ( [ , )k k kt t t t t   u Ky ）,                                         (4d) 

 2 2
1 min ,|| ( ) || || ( ) ||k k

t
t t t t t t   ye y                 (4e) 

1( ) ( ) ( ), [ ,k k kt t t t t t   ye y y ）                                    (4f) 

If there exists a positive definite symmetric matrix n nR P  
and a scalar constant 0 , satisfy the following inequality 
defined as follow 

T T T    y y y yB P PB PA A P I 0                              (5) 

with  y x xA C B K  and 

1( ) T T
y x x x x x x xB C A C C C C B K . 

Then, the output feedback control system (4) is asymptotic 
stable. 

Proof: A Lyapunov candidate equation PyyxV T)(  was 

defined, where P is a positive definite symmetric matrix, then 
the derivative of )x(V is 

( ) T Tx  V y Py y Py    

T T y ye Py y Pe   

( ) ( )T T   y y y y y yA e B y Py y P A e B y  

( ) 2T T T  y y y yy B P PB y y PA e  

( )T T T T T T   y y y y y yy B P PB y y PA A P y e e      

( )T T T T    y y y yy B P PB PA A P I y  

Because of the following defined relationship  

T T T    y y y yB P PB PA A P I 0  

one gets ( ) V x 0 .According to the Lyapunov stability 

theorem, the output feedback system (4) is ensured stable 
asymptotically. 

3.3 Event-triggered Signal Generating Circuit: used as 
actuating input for PCHS based variable sampling period 
sampler 

According to the above event triggered condition, the result  
2 2( ) || ( ) || || ( ) ||re t t t ye y  can be used as the input signal, 

and followed by a sign function, one gets consequently 









01

01
)(1

r

r
r e

e
ef  

Then, one has 









00

01
5.0*)1)(()( 12

r

r
rr e

e
efef  

Through a data type conversion and a logic module circuit, 
the actuating input signal for the PCHS based variable 
sampling period sampler can be generated, that is to say 

when re  is greater than zero, a short rectangular pulse can be 

obtained and its amplitude is set to 1. Under a rising front of 
rectangular pulse for the variable period sampler, a new 
transmission will be done. Its corresponding realized circuit 
is shown in Fig.2. 
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Fig. 2. Event-triggered signal generating circuit. 

4. SELF-TRIGGERED OUTPUT-FEEDBACK 
CONTROLLER DESIGN  

4.1 Comparison between Event-triggered and Self-triggered 
Mechanism 

Generally speaking, both event-triggered and self-triggered 
control systems consist of two elements: one is a feedback 
controller used to calculate control input, another is an event-
triggered mechanism to decide whether the control input data 
should be updated or not. The difference between event-
triggered and self-triggered mechanism is that the former is 
real-time, while the latter is predicted in advance. In fact, in 
event-triggered control system, a trigger condition based on 
the current value is continuously monitored, that is to say, 
only when the trigger condition is not satisfied, a 
transmission will be generated. In self-triggered control 
system, the next update time is calculated by the data and 
information of the dynamic system accepted in advance.  

Based on the last chapter of event-triggered scheme, a self-
triggered control method is developed in this chapter. 

 4.2 Self-triggered Output Feedback Controller 

Define a new event condition 

2 2
1|| ( ) || || ( ) || , [ , )k k kt t t t t   ye y   (6) 

With  0 0.5  . According to condition (6), one obtains 

( ) ( ) ( ( ) ( )) ( ( ) ( ))

( ) ( ) ( ) ( ) 2 ( ) ( )

2 ( ) ( ) 2 ( ) ( )

T T

T T T

T T

t t t t t t

t t t t t t

t t t t



  

 

  

  

 

y y y y

y y y

y y

e e y e y e

e e y y e y

e e y y

(1 2 ) ( ) ( ) 2 ( ) ( )

2
( ) ( ) ( ) ( )

(1 2 )

T T

T T

t t t t

t t t t

 




  

 


y y

y y

e e y y

e e y y
 

In a similar way as the proof of Theorem 1, Theorem 2 can 
be presented as follow.         

Theorem 2:  For the output feedback control system 

( ) ( ) ( ), 0t t t t  x xx A x B u                                      (7a) 

0( ) , 0t t x x                                                                  (7b) 

( ) ( ), 0t t t  xy C x                                                     (7c) 

1( ) ( [ , )k k kt t t t t   u Ky ）,                                            (7d) 

 2 2
1 min ,|| ( ) || || ( ) ||k k k

t
t t t t t t   ye y               (7e) 

1( ) ( ) ( ), [ ,k k kt t t t t t   ye y y ）                                    (7f) 

If there exists a positive definite symmetric matrix n nR P  
and a scalar constant 0 0.5  , satisfy the following 
inequality 

2
 0
(1 2 )

T T T 


   
y y y yB P PB PA A P I                   (8)  

with 

 y x xA C B K  

1( )T T y x x x x x x xB C A C C C C B K  

Then, the output feedback control system is asymptotic stable.  

The referred event condition (6) is equivalent to 

|| ( ) || || ( )) || || ( ) ||k kt t t  ye y y y  

Then with the following relationships 

 || || ( 1) || ( ) ||kt y y  

|| || || || || ||  x xy C x y C x  

If one has  

1|| || || || ( 1) || ( ) ||, [ , )k k kt t t t   xC x y  

That is to say, with the following formula 

1|| || (( 1)/ || ||) || ( ) ||, [ , )k k kt t t t   xx C y
One obtains that system (7) is asymptotically stable. 

Theorem 3: If there exists a positive definite symmetric 

matrix n nR P and a scalar constant 0 0.5   satisfies 
(8), the output feedback control system (9) expressed as 
follows is asymptotic stable: 

( ) ( ) ( ), 0t t t t  x xx A x B u                                      (9a) 

0( ) , 0t t x x                                                                  (9b) 

( ) ( ), 0t t t  xy C x                                                     (9c) 

1( ) ( [ , )k k kt t t t t   u Ky ）,                                         (9d) 

1 1 2( ( )) / (|| ( ) ||)k k k kt t t t    y y                                (9e)  
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with 1( ) T y y y  and  

2 || ( ) || ( 1) (|| || / || ||)

|| ( ) ||
k

k

t

t

    x x x x xC B Ky C A C

y
P

roof: Define ) ( )t t yβ e（ , the event condition 

2 2|| ( ) || || ( ) ||kt tye y can be written as 

1|| ( ) || ( ( ))kt tβ y . This also means   

1 1|| ( ) || ( ( ))k kt t β y , 

The derivation of || ( ) ||tβ  is obtained as 

|| ( ) || || ||

|| ( ) ||

|| ( ) || || || || ||
k

k

d
t

dt
t

t



 

 

y

x x x x

x x x x

β e

C A x C B Ky

C B Ky C A x



 

By following relationship of 

1|| || (( 1)/ || ||) || ( ) ||, [ , )k k kt t t t   xx C y
one has 

2

|| ( )||<|| ( ) || ( 1) (|| ||

/ || ||)|| ( ) || (|| ( ) ||).

k

k k

d
t t

dt
t t





  



x x x x

x

β C B Ky C A

C y y
 

Then with || ( ) || 0kt β , one gets  

2 1|| ( ) || (|| ( ) ||)( ), [ , ]k k k kt t t t t t t   β y . 

Moreover, according to the following relationship  

1 1 2 1( ( )) || ( ) || (|| ( ) ||)( )k k k k kt t t t t    y β y ,  

the next updating sampling period can be calculated as follow 

1 1 2( ( )) / (|| ( ) ||)k k k k kT t t t t    y y                       (10)  

It’s reasonable to take the minimum time interval which is 
able to guarantee the system (9) asymptotically stable. 

4.3 Self-triggered Signal Generating Circuit 

According to the formula 

1 1 2( ( )) / (|| ( ) ||)k k k kt t t t    y y , the sampling interval 

kT  can be computed, and if the condition of 

0 tTt kk  is satisfied, a short pulse signal will be 

given to generate the variable period sampler to do a new 
sampling. The corresponding self-triggered signal generating 
circuit structure is shown in Fig.3. 

 

Fig. 3. Self-triggered signal generating circuit. 

5.  NUMERICAL SIMULATION RESULTS 

To validate the proposed event-triggered and self-triggered 
control methods, in this section a motorized cart system 
which moves along a horizontal and straight line segment is 
employed. Actually, the cart is moved through a notched belt 
powered by an electric motor. This referred motorized cart 
system can be modeled as 

 

00 1

/0 1/

0 2

1 0

(0) 1 0

c

T

k 
  

       
 

  
 



x x u

y x

x



                                              (11) 

With 8.3s   and 2.9 /ck s V  are the system time 

constant and overall gain. One selects the appropriate poles 
of the closed-loop system, and the corresponding 
matrix K can be obtained through the pole placement 

technique  6 18  K . Through application of LMI, 

one gets max 0.1016  in event-triggered control. For 

comparing the number of samplings in the same performance, 

max  are not used in self-triggered control, and it is setted as 

0.2308  . The entire closed-loop control system 
structure is shown in the following Fig.4. 

],0,0},[{ nIS

K

C
)( kty)(ty )( tv)(tu

 

Fig. 4. Closed-loop control system structure. 

5.1 Event-triggered Controller Results 

With the proposed PCHS based event triggered controller for 
the considered plant, one obtains corresponding results in Fig. 
5-7, which represent respectively the controlled systems state 
trajectory in Fig. 5, event-triggered signal (rising edge)  in 

Fig.6 and the output error ( )tye  between real and sampled 

value  in Fig.7.  
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Through the calculation by MATLAB/Simulink, it can be get 
that the controller samples 17 times in 5 seconds, and the 
average sampling period is about 0.294 seconds. Through the 
state trajectory curve, it can be obtained that the settling time 
is 2.26 seconds in an allowed bound of 0.05, and the peak 
values of two state components are 10.15 and -13.23. 

5.2 Self-triggered Controller Results 

Then with the proposed PCHS based self-triggered controller 
for the considered plant, one obtains the corresponding 
results in Fig. 8-10 which represent 
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Fig. 5.State evolution under event-triggered control.  

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

0.5

1

Time (sec)

A
m

pl
itu

de

Event-triggered control 

 

Fig. 6. Event triggered signal. 
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Fig. 7. ( )tye under event-triggered control. 
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Fig. 8. State evolution under self-triggered control.  
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Fig. 9. Self-triggered signal. 
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Fig. 10. ( )tye  under self-triggered control. 

respectively the state trajectory, the self-triggered signal and 

the output error ( )tye  between real and sampled value of the 

self-triggered output feedback control system. From these 
figures through MATLAB/Simulink, it can be obtained that 
the controller samples 19 times in 5 seconds, and the average 
sampling period is about 0.263 seconds. Through the state 
trajectory curve, it can be obtained that the settling time is 
2.29 seconds in an allowed bound of 0.05, and the peak 
values of two state components are 10.15 and -13.25. 

5.3 Periodic Controller Results 

To validate the proposed event triggered and self-triggered 
controller, the periodic output feedback control is 
implemented under the period of 
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Fig. 11. State evolution under periodic control. 
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Fig. 12. Periodic-triggered signal. 
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Fig. 13. ( )tye  under periodic control.  

T=0.2 seconds. Its corresponding results are illustrated in 
Fig.11-13 which represent respectively the state trajectory the 

periodic-triggered signal and the output error ( )tye  between 

real and sampled value. It can be seen that the periodic 
controller samples 25 times in 5 seconds. Through the state 
trajectory curve, it can be obtained that the settling time is 
2.38 seconds in an allowed bound of 0.05, and the peak 
values of two state components are 10.15 and -13.31. 

Table 1.  The comparison of the three mechanisms 

Mechanism 
Event 
trigger 

Self 
trigger 

Periodic 
trigger 

 Sampling times/5s 17 19 25 
 Average sampling 

period (second) 
0.294 0.263 0.2 

Settling time 
(second) 

2.26 2.29 2.38 

Peak value of 

state 1 2/x x  
10.15 

/-13.23 
10.15 

/-13.25 
10.15 

/-13.31 

6. CONCLUSIONS 

In this paper, the event-triggered controller and self-triggered 
controller are designed with the application of PCHS system. 
As shown in Table.1, it can be seen that the number of 
samplings under event-triggered mechanism is less than the 
periodic sampling mechanism when its settling time is still a 
litte shorter and peak value is still slightly smaller, saving 
32% bandwidth resource. And the number of samplings 
under the self-trigger mechanism is also less than the periodic 
sampling mechanism when its settling time is also a litte 
shorter and peak value is slightly smaller, saving 24% 
bandwidth resource. Thus compared with the periodic 
sampling, the advantage of the event-triggered and self-
triggered mechanisms in saving the sampling times is 
obvious. 

ACKNOWLEDGEMENT 

This work was partially supported by the National Natural 
Science Foundation of China (61304077, 61203115), by the 
Natural Science Foundation of Jiangsu Province 
(BK20130765), by the Specialized Research Fund for the 
Doctoral Program of Higher Education of China 
(20123219120038), by the Chinese Ministry of Education 
Project of Humanities and Social Sciences (13YJCZH171), 
by the Fundamental Research Funds for the Central 

Universities (30920130111014), and by the Zijin Intelligent 
Program of Nanjing University of Science and Technology 
(2013_ZJ_0105). 

REFERENCES 

Almeida, J., Silvestre, C., and Pascoal, A. M. (2010). Self-
triggered state feedback control of linear plants under 
bounded disturbances. Proc. 49th IEEE Conference on 
Decision and Control, 7588-7593. 

Almeida, J., Silvestre, C., and Pascoal, A. M. (2012). 
Observer based self-triggered control of linear plants with 
unknown disturbances. American Control Conference, 
5688-5693. 

Antunes, D. and  Heemels, W. P. M. H. (2014). Rollout 
Event-Triggered Control: Beyond Periodic Control 
Performance. IEEE Transactions on Automatic Control. 

Årzén, K.-E. (1999). A simple event-based PID controller. 
Proc. 14th IFAC World Congress  18, 423-428. 

Åström, K. J. and Bernhardsson, B. (1999). Comparison of 
periodic and event based sampling for first-order 
stochastic systems. Proceedings of the 14th IFAC World 
congress, 11, 301-306. 

Brunner, F. D., Heemels, W. P. M. H., and Allgower, F. 
(2014). Robust self-triggered MPC for constrained linear 
systems. European  Control Conference, 472-477. 

Fan, Y., Wang, S., and Song, C. (2014). A novel self-triggered 
control algorithm for multi-agent systems. 33rd Chinese 
Control Conference, 1338-1343. 

Guang-Hui, X., Ming, C., Ding-Xin, H., Zhi-Hong, G., Ding-
Xue, Z., and Yonghong, W. (2014). Fractional-order 
consensus of multi-agent systems with event-triggered 
control. 11th IEEE International Conference on Control 
& Automation, 619-624. 

Hao, Z., Gang, F., Huaicheng, Y., & Qijun, C. (2014). 
Observer-Based Output Feedback Event-Triggered 
Control for Consensus of Multi-Agent Systems. IEEE 
Transactions on Industrial Electronics, 61, 4885-4894. 

Heemels, W., Donkers, M., and Teel, A. R. (2011). Periodic 
event-triggered control based on state feedback. 50th 
IEEE Conference on Decision and Control and European 
Control Conference, 2571-2576. 

Heemels, W. P. M. H., Johansson, K. H., and Tabuada, P. 
(2012). An introduction to event-triggered and self-
triggered control. 51st Annual Conference on Decision 
and Control, 3270-3285. 

Kobayashi, K. and Hiraishi, K. (2014). Self-triggered optimal 
control of linear systems using convex quadratic 
programming.  IEEE 13th International Workshop on 
Advanced Motion Control, 741-745. 

Lulu, L., Ho, D. W. C., and Shengyuan, X. (2014). A 
distributed event-triggered scheme for discrete-time 
multi-agent consensus with communication delays. IET 
Control Theory & Applications, 8, 830-837. 

Mazo, M. and Tabuada, P. (2008). On event-triggered and 
self-triggered control over sensor/actuator networks. 47th 
IEEE Conference on Decision and Control, 435-440. 

Mingyuan, S., Fei, H., and Xia, C. (2013). Event-triggered 
and self-triggered asymptotically tracking control of 
linear systems. 32nd Chinese Control Conference, 6650-
6655. 



CONTROL ENGINEERING AND APPLIED INFORMATICS                     85 
 

     

 

Nowzari, C. and Cortes, J. (2014). Zeno-free, distributed 
event-triggered communication and control for multi-
agent average consensus. American Control Conference, 
2148-2153. 

Postoyan, R., Tabuada, P., Nesic, D., and Anta, A. (2011). 
Event-triggered and self-triggered stabilization of 
distributed networked control systems. 50th IEEE 
Conference on Decision and Control and European 
Control Conference, 2565-2570. 

Qian-Qian, L., Yan-Wu, W., Jiang-Wen, X., and Jing-Wen, Y. 
(2014). Event triggered control for multi-agent systems 
with packet dropout. 11th IEEE International Conference 
on Control & Automation, 1180-1185. 

Sahoo, A., Hao, X., and Jagannathan, S. (2014). Neural 
network approximation-based event-triggered control of 
uncertain MIMO nonlinear discrete time systems.   
American Control Conference, 2017-2022. 

Shi, W. and Yuan, F. (2014). On event-triggered algorithm 
design for distributed coordination of multi-agent 
systems. 26th Chinese Control and Decision Conference, 
4951-4957. 

Wang, D., Sun, J., and Chen, J. (2014). Event-triggered 
networked predictive controller design for linear systems 
with communication delay. 33rd Chines Control 
Conference, 5785-5790. 

Wang, H., Yu, M., Xie, G., and Shi, H. (2014a). Event-
triggered circle formation control of multi-agent systems. 
33rd Chinese Control Conference, 1321-1326. 

Wang, X. and Lemmon, M. D. (2009). Self-triggered 
feedback systems with state-independent disturbances. 
American Control Conference, pp. 3842-3847. 

Wang, X. and Lemmon, M. D. (2010). Self-Triggering Under 
State-Independent Disturbances. IEEE Transactions on 
Automatic Control, 55, 1494-1500. 

Wu, W., Reimann, S., Gorges, D., and Liu, S. (2014). 
Suboptimal Event-Triggered Control for Time-Delayed 
Linear Systems. IEEE Transactions on Automatic 
Control, PP, 1-1. 

Wang, H.P., Tian, Y., and Christov, N. (2014b) Piecewise-
Continuous Observers for Linear Systems with Sampled 
and Delayed Output, International Journal of Systems 
Science, September, 2014 DOI: 10.1080 / 00207721. 
2014. 953798. 

Wang, H.P., Tian, Y., and Christov, N. (2014c) Event-
Triggered Observer based Control of Networked Visual 
Servoing Control Systems, Control Engineering and 
Applied Informatics, vol. 16(1), pp. 22-30, 2014. 


