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Abstract: In modern process industry such as chemical and petrochemical plants, it is important to detect 
and isolate faults, while the plant is running. This paper investigates a robust unknown input observer 
(UIO) used for detection and isolation of faults. The impact of disturbances and uncertainty may create 
difficulties at the decision stage of diagnosis (false alarm); this has resulted to use UIO. Five tank system 
can be used as a good prototype of many industrial applications in process industry. The main 
contribution is to construct modeling of this system subject to unknown inputs and results from unknown 
input observer theory. Two actuator faults are considered, residuals are generated using this kind of 
observer. The faults will be isolated by using a bank of UIOs in the framework of the Dedicated Observer 
Scheme (DOS). Simulations results are given to show the effectiveness of the proposed method. 

Keywords: unknown inputs observer, residual generation, Dedicated Observer Scheme (DOS), diagnosis, 
fault detection. 

1. INTRODUCTION 

The use of the new technologies to increase the products 
quality and services as well as the productivity, made 
industrial systems more and more complex and thus more 
vulnerable to the faults. These latter can reduce the system 
performances or create serious consequences for safety. Thus, 
it is necessary to develop methods allowing the detection and 
isolation of these faults and all undesirable consequences. For 
this reason, methods based on observers are fairly well 
developed, especially for linear systems where different types 
of observers have been proposed depending on the nature of 
the problem (failure in the presence of noise, disturbances, 
uncertainties ... ), among the unknown input observers (UIO).  

The study of a real system goes through a modeling phase to 
obtain a mathematical representation to describe how to 
operate, where the model-based diagnosis is based on the use 
of an analytical model of the system to diagnose. The 
residuals generation based on observers is a technique that 
has been the object of numerous developments. The residual 
vector is then constructed as the difference between the 
estimated output and the measured output, that is to say, 
using the estimation error at the output. These residuals are 
sensitive to faults, but also to unknown inputs. 

The observers were born for purely technological and 
commercial reasons (minimisation of cost) filling the material 
sensors by software sensors which allow the reconstruction of 
the internal information (states, unknown input, unknown 
parameters) of the system from a model which use the 
unknown inputs.  

The unknown input observer (UIO) can solve the problem of 
sensitivity to various faults and disturbances, introducing 
their state matrices in the synthesis equations of the residuals 
generation observer, where decision-making requires 

comparing the faults indicator with the threshold obtained 
empirically or theoretically.  

The literature counts several works in this domain.  

(Wang et al., 1975) are the first researchers using the UIO in 
the systems that have certain unknown inputs. These 
observers were introduced in the detection of faults by 
(Viswanadham and Srichander, 1987; Hou and Muller, 1994; 
Chen et al.,  1996; Duan and Patton, 2001).  

Several authors have presented techniques of state 
based assessment based on the unknown input observers for 
unsure linear systems and single systems.  

The authors have used mainly methods based on UIO in the 
research works, (W. Chen et al., 2006; D. Koenig et al., 
1996; Y. Xiong et al., 1998). 

In this context, the generation of residual systems based on 
linear models has been the subject of several research studies 
using this state observer; among these researchers (Ding et 
al., 2002; Jiang et al., 2005; Johansson et al., 2006; Meseguer 
et al., 2010; Khan and Ding, 2011; Chen and Patton, 1999; 
Mangoubi, 1998; Rank and Niemann, 1999; Henry and 
Zolghadri, 2005a, 2005b). 

UIO have been widely used in faults diagnosis for industrial 
processes and installations. For example, (Oscar AZ 
Sotomayor et al., 2005; Stefen Hui et al., 2005; J. Anzurez 
Marino et al., 2008; Francesco Amatof et al., 2002). 

The UIO is an important subject and has been put forward by 
several authors (Sobhani et al., 2012; Termehchy et al., 2013; 
Wang and Yang, 2013; Bagherpour et al., 2013; Cristofaro et 
al., 2014). 

To solve the problem of faults isolation of the sensors and 
actuators, the authors presented a method to design a bank of 
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observers, such as the architectures GOS (Generalized 
Observer Scheme) or DOS (Dedicated Observer Scheme) see 
(Mr. Hou et al., 1994; D. Koenig et al., 1996; Chen and 
Zhang, 1991; Isermann, 2007; Ding, 2008). 

The objective of this paper is to design a robust actuator fault 
detection and isolation for a several tank hydraulic system. 
An unknown input observer (UIO) is designed for a linear 
model of hydraulic system subject to unknown inputs. The 
ability and performance of the UIO is investigated for abrupt 
fault detection and isolation is performed by a bank of 
observers (UIOs).  

2. DIAGNOSIS WITH UNKNOWN INPUT 
OBSERVER UIO 

Consider the system to be monitored:  

.
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In case where the vector of the unknown input acts on the 
output vector, with a bilinear transformation the structure of 
the UIO is described as follows: 
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Where , , , yM N P L  are unknown matrices of appropriate 

dimensions.  

The error states reconstitution:  
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The dynamic error in state estimation is: 
. . .
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In which following conditions are fulfilled:  
M is a Hurwitz matrix (stable).  
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Note: the estimation error becomes independent of the state 
on the control input and the unknown input, so is sensitive to 
faults. The solution of the set of equations is primarily 
provided to ensure decoupling unknown inputs 

0xED   or yE I L C 
 

( ) 0 ( )y x y x xI L C D L C D D    
 

So to find yL  if ( )y x xL C D D  equality is satisfied if the 

inverse is generalized of
xCD ; 

( )xC D   exists
yL can be calculated by using:  

1
( ) ( ) ( ) ( )T T

x x x xCD CD CD CD
    

 

The matrix 
yL exists only if the matrix ( ) ( )T

x xCD CD is 

invertible. 

The invertibility is verified if the rank ( )xCD nd  ; with nd  

is the number of unknown inputs and its dimension; (R. 
Toscano, 2011).  

Note: Decoupling is possible only if the rank of the matrix
( )xCD  equals the number of decoupled inputs.  

Synthesis algorithm of observer 

 ( )xrank CD nd then calculate  

 
1

( ) ( ) ( )T T
y x x x xL D CD CD CD


      

 From yL calculate yE I L C   

 From E calculate N EB  
 Impose M as a Hurwitz diagonal matrix. 

Calculate the matrix P such that PC EA ME  , then calculate 

the transfer matrix linking the fault estimation error output.  

'

y y y x

y y

F mL F PF EF

F L F

  

  

The residual vector is: 
( ) ( ) ( ) ( ) ( ) ( )y fr s Q s e s Q s G s f s   

The transfer function of fault is: 
1( ) ( ) ( ')f yG s C S I M F S F F     

( )Q s Allows structure the residuals in order to facilitate 

faults location.  

3. BANK OF OBSERVERS UIOs (DOS) 

If only one observer is sufficient to detect a fault, many 
observers are needed to locate these faults. Indeed, when 
wishing to determine the source of a fault, a bank of 
observers must be designed for isolating, based on generation 
structures of well-defined residuals. The most prevalent 
structure in the literature is the dedicated observers structure 
(DOS), shown in figure (1) structure which is appealing in its 
simplicity. A bank of observers where each one of them will 
generate a residual which is sensitive excluding actuators 
faults. The number of observers to be designed is equal to the 
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number of actuators of the system. Thus, for a system having 
two actuators, a bank of two observers is designed according 
to this structure can locate actuators faults of the system.  

 
Fig. 1. Bank of observers DOS for actuators faults detection.  

4. PROCESS PRESENTATION AND MODELING  

The five-tank system model can be viewed as a prototype of 
many industrial applications in process industry, such as 
chemical and petrochemical plants, oil and gas systems. 

The notion of resistance necessarily implies the existence of 
obstacles. Among, the valves; orifices, and the states of the 
inner surface of the paths borrowed by the fluid are 
mentioned. Note that the valve element is essentially a flow 
regulating, the obstacle to the flow of a fluid is defined by a 

resistance hR  which is the pressure change can cause a unit 

change in debit. 

The network of water distribution shown in figure (2) is 
considered. This network consists of different tanks to the 
ground section iS , where i indicates the number of tanks 

(from 1 to5) connected to pipes section. The network is 

supplied by two volume flows 1eq  and 2eq coming to tank 1 

and 4 respectively. These two flows are controlled by supply 
pump. Neglecting the losses accrued in the pipes, the system 
can be modelled by the steps following. Then  the hydraulic 
system of the Figure (2) is studied.  As the tank 5 is fed by 
two sources, one from the two tanks 1 and 2, and the other 
from the tanks 3 and 4. Where the whole system has two 

input quantities 1eq  and 2eq and one output variable sq . To 

facilitate the modeling of the system which was decomposed 
into three subsystems 1/ SS  (tank 1 and 2), 2/ SS (tank 3 
and 4), 3/ SS (tank 5).  

This is done using the equation for the resistance and 
capacity:  

2( )hR h q s m 
( ) ( ) ( )e sq t q t d V d t d d t A h A d h d t     

Since the length of the pipe is small, the hydraulic inductance 
is neglected. 

 

Fig. 2. Hydraulics system monitored. 

1 2 3 4 51; 1; 1; 1; 4C C C C C      
1 2 3 4 52; 2; 2; 2; 4R R R R R    

 

4.1 The subsystem S/ S1   

Remembering that rigid connection through the valve 
between the two tanks 1 and 2, the equations are written as 
follows: 

1 1 1( )eq q C dh dt                                                              (5)                 

1 1 2( )R h h q                                                                (6)                

for tank 3: 

1 1 2( )q q C dh dt 
                     

                    (7)  

2 2 1R h q                                                                          (8) 

By combining the two equations (5) and (6) with (7) and (8), 
then the following differential equations are obtained :

1 1 1 2 1 1( ) ( )eq q R C dq d t R C dq dt                            (9)

2 1 1 1( )q q R C d q d t                                                   (10)
 the differential equation of subsystem S/S1 are obtained by 

eliminating q
 

from the equations (9) and (10), such 

that:                
2 2

2 1 2 1 1 1 1 2 1 2 2 1 1 1( ) ( ) ( ) ( ) eR R C C d dt q R C R C R C d dt q q q      (11)  

 
Equation (11) represents the differential equation describing 
the subsystem S/S1. 

4.2 The subsystem S/ S2   

For the tank 4:  

2 4( )eq q C dh dt                           (12)                 

4 4 3( )R h h q 
                                      

(13)
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 For the tank 3, then: 

2 4 3( )q q C dh dt                                                      (14)                       

3 3 2R h q                                                                        (15)                                        

By combining the two equations (12) and (13) with (14) and 
(15), then the following differential equations are obtained: 

2 4 4 3 4 2( ) ( )eq q R C dq dt R C dq dt  
                     

(16)  

2 3 3 2( )q q R C dq dt 
                        

(17)                                               

By eliminating q  from equations (16) and (17) the 

differential equation of the subsystem S/ S2 is obtained, such 
that: 

2 2
3 4 3 4 2 4 4 3 4 3 3 2 2 2( ) ( ) ( ) ( ) eR R C C d dt q R C R C R C d dt q q q          

       (18) 
   

 

4.3 The subsystem S /S3 

For the tank 5: 

1 2 5 5( ) ( ) ( )sq q q C d dt h                                           (19)                            

5 5 sR h q                           (20) 

By combining the two equations (19) and (20), the 
differential equation for this subsystem is obtained:  

5 5 1 2( ) ( )s sR C d dt q q q q                                          (21)                      
 

The mathematical model of the whole system is a 
combination of the model described by equations (11), (18) 
and (21), as follow: 

2 2
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                          (22)                                                                                             

Since the system has two input quantities 1eq  et 2eq and one 

output variable sq , the fact of writing two differential 

equations for the output variable of the system as a function 
of each input variable is advantageous. By arranging the three 
previous equations and letting:  

Let’s put: 

1 1 2 1 2a R R C C  

 2 3 4 3 4a R R C C
 

1 1 1 2 1 2 2b R C R C R C  
  

2 4 4 3 4 3 3b R C R C R C  
 

5 5f R C
  

The system can be represented by the equations (22), using 
the Laplace Transformation:  

 2
1 1 1 1 1 1( ) ( ) ( ) ( )ea P Q p b Q p Q p Q p             (23)  

2
2 2 2 2 2 2( ) ( ) ( ) ( )ea P Q p b Q p Q p Q p                         (24)

1 2( ) ( ) ( ) ( )s sf pQ p Q p Q p Q p            (25)  

Choosing as states variables: 

1 1( ) ( )x t q t  

2 1( ) ( ( ))x t d dt q t
 

3 2( ) ( )x t q t  

4 2( ) ( ( ))x t d dt q t  

5 ( ) ( )sx t q t  
And noting the fact that: 

 2 2
1 2 1 2 1 1( ) ( ) ( ( )) ( ) ( ( )) ( )eq t a d dt q t b d dt q t q t    

2 2
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The following state representation is obtained: 
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      (26) 

5. DIAGNOSIS OF FIVE TANKS BY UIO 

This section is dedicated to the design of a residual generator 
using the observer UIO, to illustrate the advantage of the 
observer UIO in the presence of disturbance, consider the 
water network of five tanks. 

Three non-measurable variables affect the evolution of the 
network, a leak in the supply line from the tank 1 noted 11acf  

and the other a wild connection on the network noted 12acf , 

an infiltration noted ( )d t is considered in the tank 5.  

The measurements considered in simulation are with and 
without assignment of the sensors noises, noted ( )iv t . 

The objective of this observer is to estimate the faults 
affecting the actuators of the linear system described by the 
application studied. The advantage of this diagnosis method 
by the perfect decoupling unknown input observers, allows 
the detection and the localization. A simultaneous 
measurement of the faults affecting the actuators is also 
possible using a bank of observers  then an idea is to use a 
bank of observers for the localization of faults actuators is 
presented. 
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The system being monitored correctly is described by the 
following state representation: 

 
 
 
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

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With ( )iv t  is the measurement noise vector. 

The matrices of the state representation are presented: 

0 1 0 0 0 0 0

0, 25 1,5 0 0 0 0, 25 0
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 The rank of the matrix 1xCD  , which is equals to the 

number of inputs. A residual generator sensitive to faults and 
insensitive to disturbance is constructed. In this part the 
conditions of unknown input observer as in (2) existence for 
the system as in (26) is verified. 

The following matrixes are obtained: 

     
1

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0
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The eigenvalues of M are given as follow: 

1 1,    2 3,    3 2,    4 1,    5 1.    

1 0 0 0 0

0 3 0 0 0

0 0 2 0 0

0 0 0 1 0

0 0 0 0 1
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Calculating the matrix P such that PC EA ME  , as 

C is unitary, and after calculations the following matrix is 
founded: 

1 1 0 0 0

0, 25 1,5 0 0 0

0 0 2 1 0

0 0 0, 25 0,5 0

0 0 0 0 0

P

 
  
 
 

  
  

 

That the matrixes , xC D are respectively full rank line and full 

rank column, the product xCD  is full column rank, and the 

number of measurements is strictly greater than the number 
of unknown inputs. The existence conditions of an unknown 
input observer are verified. 

An observer with unknown input having the following 
structure is obtained: 

1

1 1 2

2 2 1

3 3 2

4 4 3

45 5

5

1 0 0 0 0 0 0 1 1 0 0 0

0 3 0 0 0 0,25 0 0,25 1,5 0 0 0
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0 0 0 0 1 0 0 0 0 0 0 0

u

z z u
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yz z
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5.1 Theoretical calculation of residuals 

Calculate the fault transfer matrix:  

   1 '
f yG C pI M F pF F

     

 
'

1 0 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0 0

,0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

y y y x y yF ML F PF EF F L F

   
      
         
   
   
      

 
The vector of residuals is then written  
 

 ( ) ( ) ( ) ( )d fr p Q p Q p G p f p
 

111

212

4 3 2 5 4 3 2

4 3 2 5 4 3 2

( )

7 17 17 6 8 24 34 23 6

0

0

5 9 7 2 8 24 34 23 6

AC

AC

fr a b
r p

fr c d

a p p p p p p p p p

b

c

d p p p p p p p p p

    
      

    

          



         

 

 

According to the transfer matrix ( )fG p , a directly localizing 

structure is obtained; a decoupling of the disturbance 
appeared .Then, a table of theoretical signatures generated by 
the set of signals ijr  defined by:  
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1

0
i

ij
i

if the residual is sensitive to f
r

if the residual is not sensitive to f


 


 

The signature table associated to this generator with residuals 
is drawn up in table 1. 
In the signatures table,”1” means that is certain fault 11acf  

affects the residual ijr . A “0” translated the insensitivity of 

the residual from the fault.  
In our application the signature table is elaborated starting 
from the following reasoning: 
The observer1 UIO, estimates the two faults 11acf and 12acf  

at the same time. If a fault occurs on the first or the second or 
both outputs failure is estimated. So with this observer the 
actuators faults are detected and localized even if they appear 
simultaneously on both outputs.  
 

Table 1. Table of required signatures of observer 1 

 11acf  12acf  

11r  1  0  

12r  0  1 

That the residuals are insensitive to disturbances ( )d t . a 

structure allowing complete faults localization. Now, the 
simulation checks the theoretical results obtained for the 
residuals calculation and their sensitivities to disturbance

( )d t ; figure (3) shows the Simulink file used. 

To solve the problem of faults isolation a bank of observers 
of unknown input is proposed.  
The strategy used is to design observers for the monitored 
system (DOS architecture for faults actuators detection). For 
this application, there are two inputs and then a bank of 
observer of two UIO observers is constructed: 
The first observer (UIO2) uses the first input and the second 
(UIO3) uses the second input. For comparison, the first 
observer (UIO1) previously described using two inputs. The 
observers used in Figure (4) are in the form (2) illustrates the 
principle of faults actuators detection by observers dedicated 
(DOS). 

 
Fig. 3. Simulink scheme.  
 

 
 
 
 
 
 
 
 
 

Fig. 4. Bank UIOs (DOS) for the detection of actuators faults 

Since all the outputs ( )y t are known and there are no sensors 

faults, the value of ( )r t estimates the residual affected by the 

actuators faults.  

Then, a table of generated theoretical signatures is listed in 
Table2. 

Table 2. Table of theoretical signatures for actuator faults 

 Obs1 Obs2 Obs3 
Residuals 11r  12r  1r  2r  

11acf  1 0 1 0 

12acf  0 1 0 1 

The signature table is made from the following reasoning: 
The Observer1, estimates the two faults 11acf  and 12acf  at the 

same time. If a fault occurs on the first output or the second 
output or both outputs failure is estimated.  

The observer bank generates residuals ( )r t defined by: The 

observer 2 reconstructs the output of the hydraulic system 
using only input 1eq .This output is affected by a fault that 

will be estimated and will represent the residual. So if 

residual 1r deviates from zero, the existence of a fault 

actuator 11acf  is certain. Oppositely, the third observer uses 

the second output which is not affected by the fault actuator

11acf , the residual 2r , then remains around zero if there is no 

fault on the second output, these observer estimate the second 
fault 12acf . 

With observer 1, the fault actuator is detected and localized. 
In the application, that faults on the actuator are defined as 
follows:  

11

12

2 4

0

6 30

0

ac

ac

t
f

elsee where

t
f

elsee where


 



 


 

6. RESULTS AND INTERPRETATION 

Results shown in figure (5) present that the residuals are 
perfectly decoupled from the disturbance ( )d t , they are 

associated to the observer 1 in the absence of faults and in the 
presence of the disturbance.  

In reality, the residuals values are not equal to zero, due to 
measurement noise.  

r1

r2

UIO2 

System 

UIO3 

 
 
Fusion 

Y(t)U(t)
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The fault 1 is considered as a leak at the time 4t s and the 
fault 2 is also considered as a wild connection on the network 
at time 30t s .  

By successively simulating the appearance of a fault 11acf  of 

amplitude 2 at the time 4t s and the second fault 12acf  of 

amplitude 6 at the time 30t s , the residual table shown in 
figure (6) and (7) in the absence and the presence of the fault 
is obtained, the residuals evolve in accordance with the 
theoretical signatures table1 of the previously calculates.  

Where figure (6) without measurement noise, but in figure 
(7) random signals are superimposed on the measures in 
order to take into account the noise measurement influence 

( )iv t . 

The simulation of the system presented with the bank of 
observers allows to find the residual, whose analysis of this 
last provided by the first observer (UIO2) leads to the 
conclusion that there is indeed a fault on the first actuator. 
Similarly, if a fault occurs on the second actuator will be 
estimated by the second observer (UIO3), these results of 
bank of observers are illustrated in the figure (8). 

 Results of our simulation correspond to the signatures 
theoretical table 2 and the fact of using observers UIO 2 
UIO3 dedicated  bank of observers (DOS) to estimate each 
actuator fault, makes it possible to detect and locate. Note 
also that alarms false are avoided comparing with the first 
observer (UIO1) using both inputs at once. Whereas, at the 
accident time with the first observer the rapid change of the 
defects causing false alarms. 

 
Fig. 5.Insensitivity of residuals to disturbance  
 
 
 
 

11acf  

12acf  

11acf  

12acf  

Fig. 6. Table of residuals without measurement noise    
(UIO1). 
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11acf  

12acf  

Fig. 7. Table of residuals with measurement noise (UIO1). 

11acf  

12acf  

Fig. 8.Table of residuals UIO (2, 3). 

 

 

7. CONCLUSIONS 

The problem of disturbance decoupling has been studied by 
many previous methods in the literature. Disturbance 
decoupling was firstly intended for state estimation because 
proportional observers are not capable to yield to good 
estimation of states when disturbances perturb the system. 
However UIOs observers are more robust and usually require 
less restrictive existence conditions therefore it is more 
logical to use a UIO observer to have an independent state 
estimation in the presence of disturbances. However, in some 
applications an unknown input observer is the better choice. 

In this paper a design of unknown input observer is applied 
for actuators fault detection and isolation in simplified five 
tanks hydraulic system. This system can be viewed as a 
prototype of many industrial applications in process industry, 
such as chemical and petrochemical plants, oil and gas 
systems. 

We extend the system by unknown inputs observer to 
generate robust residuals where the isolation is performed by 
a bank of observers (UIOs) in which the alarms false are 
avoided compared to only one observer (UIO). The 
effectiveness and capabilities of the suggested method have 
been demonstrated by simulation results.  

The presentation of a general methodology to solve the 
residuals robustness problem in UIO design and other 
possible extensions are left as future research topics. 

The future work can be extended to the linear system where 
decoupling conditions (UIO with perfect decoupling) is not 
verified, the use of observer with approximate decoupling 
unknown input is proposed and to the nonlinear case, 
particularly, systems with Takagi-Sugeno representation 
(multimodèl). 
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