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Abstract: In this paper, an approximation of sigmoid function in polynomial form has been proposed, 
then this function is optimized in order to implement that on FPGA using the Xilinx library. This 
implementation aim is to contribute in the hardware integration solutions in the areas such as monitoring, 
diagnosis, maintenance and control of power system as well as industrial processes. Since the Simulink 
library provided by Xilinx, has all the blocks that are necessary for the design of Artificial Neural 
Networks except a few functions such as sigmoid function.  Tests results for control and diagnosis with 
FPGA Device are satisfactory.  
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1. INTRODUCTION 

Monitoring, control and maintenance of any element of wide 
area power system become an important issue for ensuring 
the continuity of electric supply and avoiding the black out. It 
is important to early detect the defects that can occur in these 
elements by monitoring their operations and then developing 
methods for applying adaptive control and preventive 
maintenance (Roy-Neogi et al., 1995; Renovell et al., 2001; 
Areibi, 2007). The fast implementation of the developed 
methods is necessary needs for the industry and the complex 
(smart) power systems (S. Simard et al., 2009). These 
methods may be investigated using several techniques that 
have different characteristics to solve the encountering 
problems (Altera Inc, 2005; Xilinx Corporation Inc, 2006). 
The most commonly used techniques are the artificial 
intelligence-based techniques such as Artificial Neural 
Networks (ANN) (Dick, 2002; Gadea, 2007) that they are 
easier to implement on electronic circuit board such as: 
Digital Signal Processing (DSP) chips, Application Specific 
Integrated Circuits (ASICs) or Field programmable gate array 
(FPGAs) (Mailoux et al., 2007; Armato, 2011; Ricci, 2003). 
The objective of this work is the implementation of artificial 
neural network on a FPGA. This implementation aim to 
contribute in hardware integration solutions using FPGA 
applied to different areas such as monitoring, diagnosis, 
maintenance and control of power systems. In this study, is 
beginning by adapting ANN to allow optimal 
implementation. This implementation must ensure efficiency, 
timeless and a minimum possible space on the FPGA. Then, 

we schedule the ANN on the System Generator in order to 
use that in control and Diagnosis. The System Generator to 
generate VHDL code. This code is verified and implemented 
on a FPGA Spartan-like by the ISE software from Xilinx 
Foundation.  

2. APPROXIMATE OF SIGMOIDE FUNCTION 

The principle of the library provided by Xilinx is almost the 
same as of the classical Simulink library. It contains blocks 
representing different functions that are ready to be 
connected with each other to form algorithms (Mailoux, 
2007). These blocks do not only serve to simulation, but can 
also generate VHDL or Verilog code.  

In addition, the library provided by Xilinx to Simulink, has 
all blocks that are necessary for the design of ANN, however 
some activation functions are not available and an example of 
them is the sigmoid function. 

For this reason, in the paper, the authors suggest a method 
which is based on the Vandermonde’s algorithm to 
implement the sigmoid function (Armato, 2011). The 
sigmoid function is given by the following:  
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This function can be approximated by second order 
polynomial equation:   
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The only unknowns in this equation are a,b and c which are 
determined using Vendermond’s algorithm. Let’s have three 
points from the sigmoid function  (xi,, yi), i=1, 2 and 3 
which satisfy the following: 
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Equation 3 can be rewritten under matrix form as follows: 
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As results, the coefficients are calculated by the following 

equation: 
 

AYX 1                                                 
 
With  
    

           
f(x)= 

           
 

2.1. Modeling of sigmoid function by Xilinx 

In order to implement this obtained function, we must decide 
on an input accuracy and precision for reasonable output 
sigmoid function (Tommiska et al., 2003, Tisan et al., 2009). 
As agreed, for the approximation of this equation, it needs the 
bounds of the domain of x as input to adjust the number of 
bits and the fractional precision. The output current varies 
between 0 and 1. It also needs to know the accuracy required 
output.  
 

It should be noted that mathematically, the area of the 
sigmoid is not bounded. In these models, it uses floating 
point arithmetic in double precision, so we do not perceive 
any limit (Tisan et al., 2009). But in fixed point arithmetic, 
especially in hardware, we must define fairly tight bounds on 
the inputs and outputs, and the infinite must be bounded 
(Zwinngelsten, 1995; B.Dubuisson, 1992). Certainly in 
practice, the variable x does not vary between - infinity and + 
infinity in the neural network. Anyway, It should be consider 
the fact that the A / D input and outputs are all-at-most 16 

bits of precision in total. It will be try to judge from the 
model, where its hardware implementation is presented in 
figure1. 
 

 

 

 

 

 

 

 

 

 

Fig. 1. Modeling of Sigmoid approximation function.  

The comparative and errors representations introduced by 
approximated sigmoid function beside hardware 
implementation are shown in figure 2. In these tests, the 
numbers of bits allocated are : 32 bits with 16 bits binary 
point (32,16) , then (16,8)  and (8,4)  (Tisan et al., 2009).      
  

 

 

 

 

 
 

 

 

 

  

 

Fig. 2. Comparative between the sigmoid function and Xilinx 
approximated Sigmoid. 

The analysis of results presented in figure 3, it can be notice 
that the maximum error introduced by representation (8,4)  is 
only 0.485%. it is smaller than  0.6335% obtained by (16,8) 
in (Tisan, 2009).      

However, the total equivalent logic gates used for hardware 
implementation, for this approximated sigmoid function, 
which has been obtained with Xilinx Integrated Software 
Environment (ISE) is presented in table 1.  
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Fig. 3. Error between the sigmoid function and Xilinx 
approximated functions. 

Table 1. Results of synthesis of obtained 
sigmoid function with different fixed points. 

2.2. Optimization of the approximate sigmoid function 

In order to implement the obtained polynomial function, it is 
should be to decide on an input accuracy and precision for 
reasonable output sigmoid function (Khodja et al., 2005;  
Tolovka et al., 2001).   

One can without difficulty increase the accuracy of the 
approximation of the sigmoid, but this has a cost. The more 
accurate is the approximation, the more bulky and slower is 
the implementation. This must be taken into account and use 
only the minimum necessary precision in the control circuits. 
One can use as much blackboxes as we can take care of 
managing the CLK and CLK_EN signals however according 
to (Moubayed et al., 2007; Atencia et al., 2007; Polat et al., 
2010), simulations this way are slower than working in 
Simulink. If it's more convenient, the code of the 
approximation of the sigmoid could easily be described with 
the Xilinx Blockset in Simulink, rather than VHDL, since the 
form of the equation is not complicated. The only difficulty is 
finding the right parameters for the approximation (that is to 
say the coefficients of the equation), but there is a way to do 
that, then it becomes quite easy to adjust them according to 
any need (taking into account the cost of the 
implementation). 

Knowing that the output of each neuron is between 0 and 1, 
we considered several factors, including synaptic weights 
used in our example. According to a rough estimate, we can 
conclude that the necessary precision before the decimal 

point in the sigmoid functions does not exceed 9-10 bits 
(depending on the application) in the input layer and 6 bits in 
the other 2 layers. Regarding the precision after the decimal 
point, given the fact that the effect of a neural network is a 
global phenomenon, the sigmoid functions need not to be 
very accurate. It is enough for the approximated function to 
follow fairly well the sigmoid curve, and a precision of 8-10 
bits after the decimal point seems more than enough to give 
exactly the same output as our final example. Thus, we have 
implemented an approximation of the sigmoid in System 
Generator and have performed several experiments. 
However, all the parameters mentioned above have to be 
optimized based on the application. We notice that the 
number of bits needed before the decimal point is greater in 
the input layer of neural network than in the other 2 layers. 
This has a lot of influence on the circuit size. One can adjust 
the number of bits in the properties editor of the Gateway In 
block in the sigmoid. In the output, precision is fixed to 10 
bits after the decimal point. The comparative graphs between 
sigmoid function and Xilinx optimized function (27 bits with 
10 bits binary point) as shown in Figure 4. In fact, the 
maximum error is 0398%, See Figure 5.  

The results of synthesis of optimized sigmoid function are 
shown in table.2. It can reveal that the VHDL code of 
sigmoid function occupies only 25 of 30720 Slice Flip Flops 
of the used FPGA. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. Comparative between the sigmoid function and Xilinx 
optimized Sigmoid function (27,10). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5. Error between the sigmoid function and Xilinx 
optimized function (27,10). 

Device utilization summary: 
              Selected Device : 4vsx35ff668-10 

Logic 
utilization 

Different fixed points Availabl
e (8,4) (16,8) (32,16) 

Slices 11 19 40 15360 
Slice Flip 
Flops 

12   28 54 30720 

4 input LUTs 02  08 16 30720 
bonded IOBs 20 52 90 448 
GCLKs 2   2 2 32 
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Table 2. Results of synthesis of optimized 
sigmoid function (27, 11). 

 

3. APPLICATION OF ANN UNDER XILINX FOR DTC  
USING THE OPTIMIZED SIGMOID FUNCTUIN 

In order to perform the co-simulation of ANN for DTC of 
induction machine using FPGA soft processor, the obtained 
ANN must run on the FPGA board which requires converting 
ANN’s Matlab code to VHDL. This task is subdivided to 
three parts, namely:  

a. Building ANN block in Simulink/ Xilinx; 
b. Generation the ANN Xilinx block; 
c. Network testing by Simulation. 

3.1 Building ANN block using Simulink/Xilinx 

The application of the technique of neural network in 
machine control is simple and allowed the resolution of 
several problems related to control these systems. 
In this work with DTC, it is easy to use this technique, where 
the conventional DTC is replaced by controller based on 
neural networks as is illustrated in Figure.6. 
 

 

 

 

 

 

 

 

 

 

 

            

Fig. 6. Scheme of DTC_based ANN technique. 

The proposed neural network is a multilayer network (3-6-3) 
with the architecture. Each neuron is connected to all neurons 
of the next layer by connections whose weights are randomly 
chosen real numbers. We notice that wxy is the weight of the 
connection between neurons x and y. The following steps are 
necessary to obtain this ANN: 

. ANN topology.  

. ANN Learning stage 

. ANN validation 

The proposed artificial network consists of three layers, 
namely: the input layer consists of three neurons, whose 
function is to transmit the input values that correspond to the 
input variables to the next layer called hidden layer. The 
hidden layer is characterized by six neurons with sigmoid 
shaped activation function. The output layer is composed of 
three neurons whose output is either 0 or 1.  

The second stage in designing the ANN is the learning 
process which requires a data base defining the ANN input-
output mapping. This data base is mostly given under matrix 
form as to clarify the inputs and the desired outputs according 
to the switching table of DTC, see table.3. 

Table. 3  switching table of the conventional DTC. 
 

 

 

 

 

 

In this application, the input matrix consists of three inputs 
(lines) corresponding to : 
• The first variable is the position of the flux in the reference 
frame related to the stator. 
• The second input variable is used the state variable error 
flux. 
• The third input variable, the state variable error of the 
couple is used.  

This input values are done with this matrix: 

a= [1 1 1; 1 1 0; 1 0 1; 1 0 0; 2 1 1; 2 1 0; 2 0 1; 2 0 0;  3 1 1; 
3 1 0; 3 0 1; 3 0 0; 4 1 1; 4 1 0; 4 0 1; 4 0 0; 5 1 1; 5 1 0; 5 0 
1; 5 0 0; 6 1 1; 6 1 0; 6 0 1; 6 0 0]; 

The output is represented by the pulses of the inverter 
switches that represent the values zero or one, there matrix 
called desired output is done by. 

d= [1 1 0; 0 1 0; 1 0 1; 0 0 1; 0 1 0; 0 1 1; 1 0 0; 1 0 1; 0 1 1; 
0 0 1; 1 1 0; 1 0 0; 0 0 1; 1 0 1; 0 1 0; 1 1 0; 1 0 1; 1 0 0; 0 1 
1; 0 1 0; 1 0 0; 1 1 0; 0 0 1; 0 1 1]; 

Using Graphical User Interface (GUI) of the Neural Network 
Toolboox in Matlab, it’s easy from a given input – output 
data to train the proposed ANN. The Levenberg – Marquardt 
backpropagation algorithm is used to train the proposed 
network topology. To measure the network performance, the 
Mean Squared Error between the target and the output of the 
fitting network is used. The optimal values of the Neural 
Network weights have been obtained after 56 iterations with 
an error of 3.58058e-012. The error is very small however the 
obtained Network must be checked using validation test.   

Modeling the resulting of ANN Block Co-simulation block is 
given by Xilinx as shown figure.7: 

            Device utilization summary:  
         Selected Device : 4vsx35ff668-10 

 Slices 25  out of  15360 0% 
Slice Flip Flops 38  out of  30720 0% 
 4 input LUTs 10  out of  30720 0% 
 bonded IOBs 75  out of    448 16% 
 GCLKs 2  out of     32 6% 
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          Fig. 7. Modeling of ANN of DTC under Xilinx.   

The results of synthesis of obtained ANN Xilinx Bloc is 
shown in table 4.  

Table 4. Results of synthesis of obtained ANN Block 
under Xilinx. 

From the results obtained on the table.3 reveals that the  
VHDL code occupies an area of 21% on FPGA, means that 
the FPGA type Virtex4 XC4VSX35-1011668 supported this 
VHDL code. 

3.2 Simulation Results of DTC by ANN on FPGA 

The test result shows the behavior of the structure of the DTC 
with ANN-Based Xilinx applied to the induction machine. 
One can see clearly that there is a decrease on the 
electromagnetic torque ripple and also note that the 
electromagnetic torque accurately follows its reference and it 
is its response time (1.5 sec). 

Otherwise, One can notice that the implemented ANN has 
generated the right binarry code according to the switching 
table in the conventional DTC applied to the induction motor. 
It is easy to filter or eliminate these harmonics during 
themotor operating by increasing the fixed point.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
Fig. 8. Simulation results with DTC by ANN block under 
Xilinx (use of optimized Sigmoid function (27,11) and (8,4)).   

4. APPLICATION OF ANN-XILINX FOR DIAGNOSIS OF 
IM FAULTS WITH OPTIMIZED SIGMOID FUNCTION 

The proposed neural network is to identify the induction 
motor faults. this artificial network consists of three layers, 
namely: the input layer consists of three neurons, whose 
function is to transmit the input values that correspond to the 
input variables (Veff1, Veff2 and Veff3) to the next layer called 
hidden layer. Veffi stands for the effective value of the i-th 
voltage (i=1,2 or 3). The output layer is composed of three 
neurons whose output is either 0 or 1. The RMS voltages 

Device utilization summary: 
Selected Device : 4vsx35ff668-10 

Number of Slices 6613  out of  15360 43% 
Number of Slice Flip Flops 6633  out of  30720 21% 
Number of 4 input LUTs 11726  out of  30720 36% 
Number of bonded IOBs 115  out of    448 25% 

Number of GCLKs 1  out of     32 3% 



CONTROL ENGINEERING AND APPLIED INFORMATICS           69 

     

 

0 2 4 6 8 10 12 13
-50

-40

-30

-20

-10

0

10

20

30

40

50

0 2 4 6 8 10 12
0

5

10

15

20

25

30

35

40

45

Ia
s 

t 
(A

) 
Ia

s R
M

S
 (

A
) 

0 2 4 6 8 10 12
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 2 4 6 8 10 12
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

O
u

tp
u

t 
S1

 
O

u
tp

u
t 

S2
 

0 2 4 6 8 10 12
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

O
u

tp
u

t 
S3

 

Time (s) 

Veff1, Veff2 and Veff3 are calculated by using the RMS block 
which is available in Simulink library. 

4.1 ANN Learning stage  

The second stage in designing the ANN is the learning 
process which requires a data base defining the ANN input-
output mapping. This data base is mostly given under matrix 
form as to clarify the inputs and the desired outputs. In our 
application, the matrix consists of three inputs (lines) 
corresponding to the three RMS voltages (Veff1, Veff2, Veff3) 
and three digits (outputs) giving a code which corresponds to 
the appropriate fault. 

An optimal learning stage requires that the database must be 
very rich and cover different types of faults. For this purpose, 
the following tasks are completed:  

- The machine is simulated in normal (healthy) state; 
- The machine is simulated in abnormal regime (in the 

presence of faults: single phase, two-phase,..etc.); 
- The RMS values have been taken in each case 

including the healthy state 

This can be summarized by a classification of different states 
as shown in table 5.  

Table 5. Classification of different faults of IM. 

 

Using Graphical User Interface (GUI) of the Neural Network 
Toolboox in Matlab, it’s easy from a given input – output 
data to train the proposed ANN. The Levenberg – Marquardt 
backpropagation algorithm is used to train the proposed 
network topology. To measure the network performance, the 
Mean Squared Error between the target and the output of the 
fitting network is used. The optimal values of the Neural 
Network weights have been obtained after 56 iterations with 
an error of 7.69704e-014. The error is very small however the 
obtained Network must be checked using validation test. 

In contrast to the method used in Matlab, which consists in 
dividing the learning data base to two parts (Khodja et al.,  
2005; Hafaifa et al., 2013), 70% is used for training and the 
remaining for the validation test, in the paper we have used 
another data base to test the generalization ability of the 
trained neural network. The same faults have been introduced 
but the times at which these faults occur have been changed 
according to table.5 (). Therefore, the ANN has been 
simulated and the different faults have been introduced while 
the induction motor is working. The results given by the 
trained network and the behavior of the motor are depicted in 
figure 6. The obtained simulation results show clearly its 

ability to differentiate faults according to the input-target 
data.   

Table 6. Times of faults application. 

Time of setting Fault types 

à t =2s Single-phase cut 1 
à t = 4s Healthy State 
à t = 5s Single-phase cut 2 
à t = 7s Healthy State 
à t = 8s Single-phase cut 3 
à t = 10s Healthy State 
à t =11s Unbalance single-

phase2 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

 
Fig. 9. The stator current with different faults and the ANN 
outputs. 

4.2. Building ANN block using Simulink /Xilinx  

In order to perform the simulation of ANN diagnosis of 
induction machine faults using FPGA soft processor, the 
obtained ANN must run on the FPGA board which requires 
converting ANN’s Matlab code to VHDL.  

 

 
Category 

 
faillure Type  

 
Symbol 

 
           
Code 

1 Healthy State ES 0 0 0
2 Single-phase cut 1 CM1 1 0 0
3 Single-phase cut 2 CM2 0 1 0
4 Single-phase cut 3 CM3 0 0 1
5 Unbalance single-phase1 CB1 1 1 0
7 Unbalance single-phase2 CB2 0 1 1
6 Unbalance single-phase3 CB3 1 0 1
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The design of ANN using Simulink / Xilinx is shown in 
Figure 10.  
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10. ANN modeling in Simulink / Xilinx ANN block with 
Virtex4 Device). 

4.3 ANN testing by co-simulation 

Once the ANN code is dowloaded on the FPGA board, 
simultion of the whole system will be ready carry on. To 
check the performance of the prposed ANN as well as the 
opimized approximated activation sigmoid function, the same 
scenario used to validate the ANN, has been coducted for this 
test. The results shown in figure 11 show respectively the 
instatanous stator current, the stator current and the three 
ANN binnary outputs that identify the fault type. One can 
notice that the implemented ANN has generated the right 
binarry code according to fault applied to the motor. It is easy 
to filter or eliminate the ANN ouput during the motor starting 
otherwise it does not matter as the signal do not last long as 
to be confused with consequential one (See tables 5 and 6).  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 11. Test of ANN made by  Xilinx Simulink. 

Finally, the figure 12 shows the association of the induction 
motor Simulink model with the artificial neural network 
system Xilinx model. The System Generator is used to 
convert the Xilinx model (ANN), generate the equivalent 
VHDL code and download it into the FPGA processor board 
(Virtex4 XC4VSX35-1011668). The system will look like 
that shown in figure 12. The connection of the FPGA to 
Matlab / Simulink in the PC is made through a Ethernet 
cable.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 12. Principle of implementation of ANN block on    
FPGA using Co-simulation  (Co-simulation of ANN block 
with Virtex4 Device). 
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5.CONCLUSION 

In this work, an ANN has been developed and implemented 
for purpose of diagnosis of induction machine faults and its 
control with DTC technique. In fact, the most important 
parameters in the implementation procedure is the modeling 
of the activation sigmoid function which is very commonly 
used in ANNs. In this work a method has been applied to 
approximate the sigmoid function by 2nd order polynomial 
equation resulting in less computation time and memory 
requirements.   

The comparative representations and errors introduced by 
approximated sigmoid function beside hardware 
implementation with several fixed points ((32,16); (16,8)  and 
(8,4)) were shown. Then, an optimized approximated sigmoid 
function has been proposed in order to minimize the number 
of logic gates and improving the computation time. 

The proposed ANNs have five neurons hidden layer, three 
binary outputs and three inputs– targets data for motor 
diagnosis and control are available; Levenberg-Marquardt 
backpropagation algorithm of Neural Network Toolbox has 
been used to train the ANN. The results have shown through 
the validation test that the obtained synaptic weights of the 
ANN are the optimal values by obtaining a very small mean 
squared error.  

The system generator has been used to generate the VHDL 
code corresponding to the ANN model and downloaded into 
the FPGA Vertex 4 board. Co-Simulation of the induction 
motor modeled using Simulink blocks and the ANN running 
in the FPGA has been successfully done. The obtained ANN 
outputs show the effectiveness of the proposed topology and 
the optimization of activation sigmoid function.  

The use of high-level design tool such as system generator is 
very beneficial for the verification and design of any complex 
diagnosis or control algorithm. 
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APPENDIX 
 
Pn: Nominal power 1.1 kW 
Vn: Voltage of a stator phase 220 V  
In:  Current Stator phase 3.9 A 
p:   Number of pairs of poles 1 
fs:  Stator frequency of tension 50 Hz 
RS: Resistance of a stator phase 7.58  
RR:  Resistance of the rotor cage 6.3  
LR: Rotor inductance 0.1612H 
LS: Stator cyclic inductance 0.5976H 
Jm: Moment of inertia 0.0054 Nms2 
NS: Number of coils per stator phase: 160 
MSR: Mutual inductance stator nets 26.5mH 
FPGA Processor board (Virtex4 XC4VSX35-1011668) 
IM: Induction Machine 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


